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Abstract

:

In recent years, the in situ resource utilization of   CO 2   on Mars for oxygen and carbon monoxide production has attracted increasing attention. Dielectric barrier discharges (DBDs) have great potential for large-scale industrial application of   CO 2   decomposition, and the nonlinear behaviors of DBDs are directly related to the discharge stability. In this paper, a fluid model is built to investigate the influence of gap width on temporal nonlinear behaviors in   CO 2   DBDs driven by tailored voltages under Martian conditions (the pressure and temperature are 4.5 Torr and 210 K, respectively). The simulation results show that, with the increase in the gap width, the discharge evolves from period-one state into period-two state, then changes into chaos, and finally undergoes an inverse period-doubling bifurcation from reverse period-two discharge to period-one discharge. After the   CO 2   discharge is extinguished, the electron density drops rapidly, and the dominant charged particles in the discharge region are heavy CO3− and CO2+ ions. As the gap width increases, the heavy ions produced by the previous discharge cannot be completely dissipated and stay in the sheath region, which makes the subsequent discharge easy to be ignited and reduces the breakdown voltage, leading to the evolution from period-one discharge to period-two discharge. When the gap width is increased to 5 mm, a lot of charged particles stay in the discharge gap, and these charged particles, especially electrons, are driven to the electrodes by the applied voltage, forming a reverse electric field, which inhibits the development of positive discharge and facilitates the formation of negative discharge. Then, as the gap width continues to increase, the density and spatial distribution of residual ions in the sheath region at the beginning of the negative discharge for two consecutive voltage periods are gradually equal, resulting in the discharge evolution from reverse period-two state to reverse period-one state. This study could deepen the understanding of the underpinning physics of nonlinear behaviors, and provide a groundwork for actively regulating the evolution of nonlinear behaviors.
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1. Introduction


With the increasingly rapid advances of Mars exploration, how to convert Mars resources into propellants and life support consumables has attracted great attention [1,2]. As the most abundant component in the Martian atmosphere [3],   CO 2   can be used as a feedstock for In Situ Resource Utilization (ISRU) to produce CO and   O 2   [4]. The   O 2   could provide materials for life support and improve the Martian atmosphere, and CO has been proposed for the production of spacecraft propellants [5,6]. The ISRU can reduce the launch mass of space vehicles and lower the risk of crew and space missions. However, due to the high stability of   CO 2   molecules, substantial thermal energy input is required in the decomposition of   CO 2  , which is a great challenge for ISRU of   CO 2   on Mars. It is possible to convert   CO 2   into chemicals and fuels using traditional approaches such as thermal catalysis, but the main issues are high energy consumption and low productivity [7]. In fact, non-thermal plasma is an effective technology for molecular activation, the energetic electrons produced in the non-thermal plasma are capable of breaking the double bonds (O=C=O) in   CO 2   molecules at a low temperature without heating the entire gas, effectively reducing the energy consumption [8]. In addition, the Martian environment has many advantages for the local decomposition of   CO 2   using non-thermal plasma. On the one hand, the average atmospheric pressure on Mars is only 4.5 Torr, which is considered to be close to the ideal for plasma reforming and can make   CO 2   gas easy to be ignited at a lower voltage [9,10,11]. On the other hand, the low temperature of the Martian atmosphere with an average value of about 210 K can limit the gas heating effect and enhance vibrational up-pumping along the asymmetric stretching mode, which is considered the most efficient approach for the decomposition of   CO 2   [12,13]. In addition, the cold surrounding atmosphere can also slow down the reaction of the recombination of CO and O to generate   CO 2   [11]. In addition, a small amount of   N 2   (about 2.7%) and Ar (about 1.6%) in the Martian atmosphere facilitate the decomposition of   CO 2   molecules.   N 2   could transfer vibrational energy to   CO 2   molecules, which pumps   CO 2   molecules into asymmetric stretching modes [14], Ar could slightly improve the electron energy distribution function (EEDF), enhancing the electron impact processes [15]. Furthermore, the extreme flexibility and immediate switch of non-thermal plasma enable the harvesting of energy from solar power [16,17].



At present, a large number of studies have discussed the decomposition of   CO 2   under atmospheric pressure by using plasma technology [18,19,20,21,22,23,24], which lays the groundwork for investigating   CO 2   conversion under Martian conditions. Due to the widespread applications in the industrial fields, dielectric barrier discharge (DBD) has attracted wide-ranging interest in   CO 2   conversion and has become one of the most potential candidates for ISRU [25,26,27]. However, as a typical nonlinear dynamical system, DBD can possess abundant temporal nonlinear behaviors such as asymmetric discharge, quasiperiodicity, period-doubling bifurcation, and chaos [28,29,30,31]. Through the experimental measurements, Dai et al. [32] reported that, by increasing the amplitude of voltage, the discharge in atmospheric helium can undergo an inverse period-doubling bifurcation from chaotic state to period-one state. Shi et al. [33] investigated the temporal nonlinear behaviors in argon atmospheric DBDs based on a fluid model, and found that, by increasing the driving frequency, the discharge can enter chaotic discharge via a period-doubling bifurcation and then return stable periodic discharge via an inverse period-doubling bifurcation. The simulation results of Li et al. [34] showed that the chaotic state in atmospheric helium DBDs could change into an asymmetric period-one state by adding nitrogen to helium. The disturbance of residual positive column is considered to be the main reason for the formation of asymmetric discharge [35,36]. However, some recent reports pointed out that the reason for the transition between asymmetric discharge and symmetric discharge is the electron backflow effect [37].



It is clear that most studies up to now on nonlinear behaviors in DBD have mainly focused on the formation mechanism of asymmetric discharges with the working gas of helium and argon, although the periodic discharges have been obtained in experiments and simulations, and the formation mechanism of periodic discharges has not been closely examined. In addition, as an electronegative gas, the discharge characteristic of   CO 2   are significantly different from that of inert gases. After the discharge is extinguished, the electron density could decrease rapidly, and the main charged particles in the discharge gap are the heavy ions of CO2+ and CO3− [23,38]. Furthermore, the temporal nonlinear behaviors are directly associated with the stability of   CO 2   discharge, and a deeper insight into the formation mechanism of nonlinear behaviors in   CO 2   DBDs under Martian conditions is beneficial to obtaining stable discharges on Mars.



Changing the gap width could regulate the transport of charged particles, resulting in the appearance of nonlinear behaviors. Thus, in the present study, based on a 1D fluid model, the underpinning physics of temporal nonlinear behaviors in   CO 2   DBD under Martian conditions is investigated by varying the gap width. The remaining part of this paper is as follows: Section 2 is concerned with the brief description of the mathematical model and reaction set used in this paper. In Section 3, based on the numerical data, the evolution and formation mechanisms of nonlinear behaviors in   CO 2   discharges are carefully discussed when the gap width is increased. Finally, a conclusion is summarized in Section 4.




2. Description of the Model


A fluid model is applied in this paper to investigate the effect of the gap width on temporal nonlinear behaviors in   CO 2   DBDs under Martian conditions. In this model, the continuity equations coupled with the drift–diffusion approximation describe the dynamic behaviors of each neutral and charged species, the Poisson equation is used to obtain the electric field in the discharge region, and the electron energy balance equation is also incorporated to calculate the electron temperature [39,40,41].


    ∂  N  e , a , i , n     ∂ t   +   ∂  Γ  e , a , i , n     ∂ x   =  R  e , a , i , n    



(1)






   Γ  e , a , i , n   = ∓  μ  e , a , i    N  e , a , i   E −  D  e , a , i , n     ∂  N  e , a , i , n     ∂ x    



(2)






   ε 0    ∂ E   ∂ x   =  e 0    ∑ i   N i  −  ∑ a   N  e , a     



(3)






   ∂  ∂ t     3 2   k b   N e   T e   = −   ∂  Q e    ∂ x   −  e 0   Γ e  E −  ∑ j   k j   N e   N j   H j  − 3  k b   N e    m e   m g     T e  −  T g     υ e  ¯   



(4)




where the indices e, a, i, and n are electrons, negative ions, positive ions, and neutral particles, respectively. N and  Γ  are the density and flux of species, respectively. R is the source and lose items of species.  μ  and D are the mobility and diffusion coefficients, respectively, and only the diffusion item is considered for neutral particles.   ε 0   is the vacuum permittivity and   e 0   is the elementary charge. E denotes the electric field in the discharge region.   k b   is the Boltzmann constant.   Q e   is the electron thermal flux.   k j   and   H j   are the reaction rate and threshold energy of the inelastic impact reaction j, respectively.   m e  ,   m g  ,   T e  , and   T g   are the electron mass, gas species mass, electron temperature, and gas temperature, respectively.    υ e  ¯   denotes the electron momentum transfer collision frequency with the background gas, which is obtained from Ref. [42].



The total current density    I 0   t    is given as


   I 0  =   ε 0    d g  + 2  d s  /  ε r      d  V a    d t   +  1   d g  + 2  d s  /  ε r     ∫  0   d g    j g  d x  



(5)




where   d g   denotes the gap width.   d s   and   ε r   represent the the thickness and relative permittivity of the dielectric barriers, respectively.   j g   is the conduction current density, which is determined by    j g  =  e 0    ∑ i    Γ i  −   ∑ a    Γ  e , a    .



In this paper, the applied voltage   V a   with the power-on phase (  P  o n   ) and power-off phase (  P  o f f   ) is described by a segmented function, which is given by


      V a  =       V 0  s i n  2 π f t      t ∈  P  o n        0    t ∈  P  o f f            



(6)




where   V 0   is the amplitude of the sinusoidal voltage, and f is the driving frequency. The waveform of applied voltage is given in Figure 1, where a positive half-cycle sinusoidal voltage with a voltage amplitude of 1500 V and a driving frequency of 50 kHz is applied during the power-on phase, and no negative voltage is applied. In addition, the applied voltage is set to zero during the power-off phase. The durations of power-on phase and power-off phase are fixed at 10 μs.



The derivative of gas voltage is expressed as


    ∂  V g    ∂ t   =   d g    d g  + 2  d s  /  ε r      d  V a    d t   −   2  d s     ε 0   ε r    d g  + 2  d s  /  ε r      ∫  0   d g    j g  d x  



(7)







The memory voltage    V m   t   , which is the total voltage fall across the two dielectric barriers, is given by


   V m  =  V a  −  V g   



(8)







In this paper, the   CO 2   discharge is generated and sustained in a parallel-plate DBD structure, and each electrode is covered by a dielectric barrier with a thickness of 1.0 mm and a permittivity of 6.1. At the boundary of the discharge gap, the following surface reactions are considered in this model: excited   CO 2   molecules are quenched to their ground state and ions are neutralized to their corresponding neutral species [43]. In addition, the boundary conditions for the flux of various particles and electron energy are adopted as follows [44,45]:


   Γ e  · n =  1 4   N e     8  k b   T e    π  m e     − α  N e   μ e  E · n −  ∑ k   γ k    Γ k  · n   



(9)






   Γ k  · n =  1 4   N e     8  k b   T k    π  m k     + α sgn   q k    q k   N k   μ k  E · n  



(10)






  n ·  Γ ε  =  5 6   N ε     8  k b   T e    π  m e     − α  N ε   μ ε  E · n −  ∑ k   γ k   ε k    Γ k  · n   



(11)




where the indices e, k, and  ε  represent electrons, heavy particles, and electron energy, respectively.   q k   is the charge number of the particle k, and sgn(  q k  ) is the sign of   q i  , which is positive (+) for positive ions, negative (—) for electrons and negative ions, and nil for neutral particles, respectively. The secondary electron emission is considered in this model, and the emission coefficient   γ k   and the initial energy   ε k   of secondary electrons are 0.03 and 2.5 eV, respectively. n is the normal vector pointing to the dielectric barrier.  α  is a switch function depending on the product of E and n, which is defined as


     α =     0    sgn   q k   E · n ⩽ 0      1    sgn   q k   E · n > 0          



(12)







To more accurately clarify the mechanism of temporal nonlinear behaviors in   CO 2   DBDs under Martian conditions, based on graph theory proposed by Holmes and Murakami [46,47], the reaction set of   CO 2   is selected using a 0D kinetic model. According to Ref. [38], six neutral species and seven charged species are considered. Moreover, an electronically excited state of   CO 2   (i.e.,    CO 2   e 1   ), four lower symmetric stretching and bending mode of   CO 2   (denoted as CO2va,CO2vb,CO2vc, and CO2v1a), and eight asymmetric stretching mode of   CO 2   (symbolized as CO2v1, CO2v2, CO2v3, CO2v4, CO2v5, CO2v6, CO2v7, and CO2v8) are also taken into consideration. These species taken into account in the chemical model are given in Table 1. The chemical reactions and the corresponding reaction rate coefficients are obtained from the previous investigation in Ref. [38]. The reaction rate coefficient for electron impact processes and the transport coefficients for electrons are calculated using BOLSIG+ based on the cross sections obtained from the IST-Lisbon database available on the open-access LXCat website [48,49].



The reduced mobility  μ  of ions in   CO 2   gas under Martian conditions is given by [50,51]


  μ =  μ 0    760 P      T g   273.15     



(13)




where   μ 0   denotes the standard mobility corresponding to the ideal gas at 760 Torr and 273.15 K. P and   T g   are the average pressure and temperature of the Martian atmosphere with the values of 4.5 Torr and 210 K, respectively. The standard mobilities of ions in   CO 2   gas are obtained from Refs. [51,52,53], and the corresponding diffusion coefficients can be deduced from the Einstein relation [48]. In addition, the reduced diffusion coefficients D of neutral species are calculated from


  D =  D 0    760 P       T g   273.15    β   



(14)




where   D 0   is the standard diffusion coefficient obtained from Refs. [53,54,55,56], and the value of  β  is determined by the neutral species [57]. Except for the background gas   CO 2   molecules, the initial densities for the other neutral species are   1.0 ×  10 5     cm   − 3    . To maintain electrical neutrality of the   CO 2   plasma, the initial densities of electron,    O  −  ,   O  2  −  ,   CO  3  −  , and   CO  4  −   are set to be   1.0 ×  10 5     cm   − 3    , and the initial densities of   CO  2  +   and   O  2  +   are set to be   2.5 ×  10 5     cm   − 3    , respectively.




3. Results and Discussion


By increasing the gap width from 4 to 5.2 mm under the same simulation conditions, the evolution of temporal nonlinear behaviors in   CO 2   discharges is numerically investigated, the DBDs are driven by a tailored sinusoidal voltage with power-on and power-off phases. As shown in Figure 1, only a large current pulse is generated during the power-on phase, and the charged particles produced by the discharge can move toward the surface of dielectric barriers during the power-off phase. In fact, according to previous work [38], when the   CO 2   discharge is extinguished, electrons can quickly reach the surface of the dielectric barrier, and the dominant charged particles in the discharge region are heavy CO2+ and CO3− ions, which could slowly migrate to the electrodes. Thus, when the gap width is increased, these ions cannot reach the barriers during the power-off phase and stay in the discharge gap, which affects the electric field for the next discharge. In other words, an increase in the gap width can prolong the time for charged particles to reach the surface of barriers, affecting the density and position of the residual charged particles, which results in the formation of nonlinear behaviors. The simulation results show that the temporal nonlinear behaviors are very sensitive to the changes in the control parameters and can be maintained over a gap width interval. To more clearly display the effects of gap width and the transformation mechanism of nonlinear behaviors, several typical nonlinear behaviors under different gap widths are selected. For example, when the gap width is increased to about 4.2 mm, the discharge evolves from Period-one (P1) state to Period-two (P2) state, so 4.2 mm is taken as a typical to investigate the formation mechanism of P2 discharge. A more detailed study on the effects of gap width will be presented later in this paper.



Figure 2 shows the temporal evolutions of the current density together with the corresponding trajectories constructed by the current density and gas voltage in phase space with the gap widths of 4.0, 4.2, 4.42, and 4.5 mm. As shown in Figure 2a, when the gap width is 4.0 mm, the discharge current pulse is repeated every voltage period, and a stable P1 discharge is obtained. There is only one loop in phase space in Figure 2b, which demonstrates the P1 discharge in Figure 2a. As the gap width is increased to 4.2 mm, the discharge evolves into a P2 state in Figure 2c and the current period is twice the voltage period. It is clear that two different loops in phase space are obtained in Figure 2d. Then, continuing to increase the gap width, the chaotic discharge is obtained in Figure 2e, corresponding to many different loops in phase space in Figure 2f. The chaos lasts over a small gap width interval, and as the gap width increases to 4.5 mm, a clear Period-three (P3) discharge is presented in Figure 2g, where the current density repeats every three voltage periods. In Figure 2h, three different loops in phase space are presented. In fact, the existence of P3 discharge is often accompanied by chaos according to the Li–Yorke theory [58].



Then, as the gap width further increases, the discharge evolves into a reverse discharge with a weak positive discharge and a strong negative discharge. The temporal evolutions of the current density and the corresponding trajectories in phase space with the gap widths of 5.0, 5.1, and 5.16 mm are given in Figure 3. As shown in Figure 3a, the discharge enters a reverse chaotic discharge, which is demonstrated in Figure 3b, where the trajectories in phase space are no longer periodic. With the further increasing gap width to 5.1 mm, the Reverse Period-two (RP2) discharge is obtained in Figure 3c. Similar to P2, the repetition period of discharge current doubles the voltage periods. The two larger loops in the third quadrant of Figure 3d clearly show that the discharge maintains a stable RP2 discharge. As shown in Figure 3e, when the gap width is increased to 5.16 mm, the discharge transits into the Reverse Period-one (RP1) discharge through an inverse period-doubling bifurcation, the corresponding trajectory in phase space presents only one loop in Figure 3f.



From the foregoing discussion, there is only a large positive current pulse during the power-on phase and the discharge is a stable P1 state when the width gap is 4.0 mm. Figure 4 plots the temporal evolutions of current density, applied voltage, gas voltage, and memory voltage in P1 discharge with a width gap of 4.0 mm, where the black solid line, green dotted line, red dashed line, and blue dot-dashed line denote the current density, applied voltage, gas voltage, and memory voltage, respectively. During the voltage rise phase, the gas voltage increases with the applied voltage. The   CO 2   gas is ignited when the gas voltage reaches 750 V, a lot of charged particles are generated, and a large current pulse with a peak value of 10.9   mA /   cm  2    is obtained. At the same time, the charged particles are driven to the surface of the dielectric barriers by the applied electric field, building a reverse induced electric field, which rapidly improves the memory voltage and reduces the gas voltage, resulting in the extinguishing of the discharge. During the voltage fall phase, the reverse electric field could lead to a weak reverse discharge, and the peak current density is only   − 1.2  mA /   cm  2   .



To investigate the spatiotemporal behavior of the electrons and heavy ions produced by the   CO 2   discharge, Figure 5 shows the spatial distributions of positive charge density, negative charge density, electron density, and electric field at several key moments in P1 discharge, and these key moments are marked in Figure 4. The black solid line, red dashed line, and blue dotted line in Figure 5 denote the positive charge density, negative charge density (i.e., the sum of negative ion density and electron density), and electron density, respectively, and the green dot-dashed line represents the electric field in the discharge gap. At the moment a when the applied voltage starts to rise, as shown in Figure 5a, the charged particle density is very low, and the electric field is uniformly distributed throughout the whole discharge gap, with a smaller value of −0.55   kV / cm  . This indicates that the charged particles produced by the previous discharge event have completely dissipated. Then, at 2.8   μ s   after the voltage application, the gas is ignited and the discharge current density rapidly reaches the positive peak value. Figure 5b shows the corresponding spatial distributions of charged particle density and electric field, where the discharge operates in glow mode. In Figure 5b, the cathode fall region, negative glow region, and positive column region could be clearly identified. A strong electric field and large density of positive charges in the cathode fall region are obtained, and the positive column region is quasi-neutrality with almost equal densities of positive and negative charges. In addition, the density of negative charges is almost equal to the density of electrons in Figure 5b, which indicates that electrons are the dominant negative charges in   CO 2   discharge under Martian conditions. While in atmospheric   CO 2   plasma, the negative charges are mainly composed of CO3− ions and electrons [23,24]. At the moment c when the negative current reach the peak value, a wide cathode fall region with a large gradient of positive charge density and a strong electric field is obtained in Figure 5c, and the narrow positive column is characterized by a large plasma density.



When the negative discharge is extinguished, the charged particles in the cathode fall region quickly disappear, while the density of charged particles in the positive column decreases slowly due to the weak electric field and small charged particle density gradient. Therefore, the highest charged particle density can be obtained in the positive column. As shown in Figure 5d, electrons are completely dissipated and the charged particles in the discharge region are mainly heavy ions of CO2+ and CO3−. The rapid decrease in electron density can be attributed to the following: one is the large transport coefficients of electrons, and the other is the electronegativity of   CO 2   gas, which causes many electrons to be attached by   CO 2   molecules (  e +  CO 2  → CO +   O  −   ). During the power-off phase, the positive and negative ions in the positive column are driven to the electrodes by the electric field, and the positive column begins to dissipate at about 15   μ s   after the voltage application. According to the simulation data, a lot of CO2+ ions stay in the cathode sheath on the left side of Figure 5d and many CO3− ions could be observed in the anode sheath on the right side of Figure 5d. As shown in Figure 5e, although the mobilities of the CO2+ and CO3− ions are nearly equal, the CO3− ions will reach the electrode first because the positive column is closer to the anode. According to the simulation data, when the gap width is 4 mm, the electrons dissipate completely at 12.2   μ s  , the CO3− ions reach the anode at 17.8   μ s  , and the CO2+ ions reach the cathode at 19.5   μ s  . At the end of the voltage period, the spatial distributions of the charged particles in Figure 5f are the same as those in Figure 5a, which indicates that the ions produced by the discharge are completely dissipated during the power-off phase, without affecting the discharge of the next voltage period.



As the gap width increases, the discharge evolves from P1 state into P2 state. Figure 6 shows the current density, applied voltage, gas voltage, and memory voltage in P2 discharge with a gap width of 4.2 mm. In the P2 discharge, the current density is repeated every two voltage periods, and the voltage period in which the largest current pulse is obtained in Figure 6 is regarded as the first voltage period of the P2 discharge. As shown in Figure 6, in the first voltage period, the gas is ignited when the gas voltage reaches 772 V, and a large current pulse with a maximum value of 10.6   mA /   cm  2    is observed. However, in the second voltage period, the breakdown voltage is only 715 V, and the corresponding peak current density is only 6.7   mA /   cm  2   . It is obvious that the breakdown voltage and current density of the second discharge are smaller than those of the first discharge.



To investigate the transformation mechanism from P1 discharge to P2 discharge, Figure 7 gives the spatial distributions of charged particle density and electric field at the moments a–i in P2 discharge, and the moments a–i have been marked in Figure 6. As shown in Figure 7a, at the beginning of the first voltage period, the density of charged particles is very low, and the uniform distributions of the charged particles and electric field are obtained. This means that the heavy ions produced by the previous discharge can reach the surface of dielectric barriers during the power-off phase. Figure 7b shows the spatial distributions of charged particles and electric field at the moment when the positive current reaches the peak value. The discharge operates in glow discharge, the maximum positive charge density in the cathode fall region is   1.6 ×  10 11     cm   − 3    , and the maximum value of the electric field is 8.5   kV / cm  . After the discharge is quenched, the electron density drops rapidly as shown in Figure 7c. According to the simulation results, the electrons are dissipated at about 13.5   μ s   with a gap width of 4.2 mm. At 17   μ s  , there is a positive column with a width of 0.15 mm in the discharge region in Figure 7d, while in the P1 discharge, the positive column at this moment has been completely dissipated. Then, at the end of the first voltage period shown in Figure 7e, the electrons have completely dissipated, but the CO2+ and CO3− ions cannot reach the electrodes and remain in the sheath region. These ions make the plasma easy to be ignited, reducing the breakdown voltage of the subsequent discharge event.



In the second voltage period, the discharge current density reaches the maximum value at 2.5   μ s   after the voltage application, which is earlier than that in the first voltage period. Figure 7f plots the spatial distributions of charged particle density and electric field at the moment f. Similar to the first discharge, the second discharge also operates in glow mode. The maximum positive charge density in the cathode fall region is only   1.1 ×  10 11     cm   − 3    , which is obviously smaller than the charged particle density produced by the first discharge event shown in Figure 7b. The second discharge is weak and less charged particles are produced; thus, these charged particles can be completely dissipated during the power-off phase. In fact, the electrons are dissipated completely at about 13   μ s   in Figure 7g, the heavy CO3− ions reach the anode at about 17   μ s   in Figure 7h, and CO2+ ions reach the cathode at about 19   μ s   according to the simulation results. As shown in Figure 7i, there are no heavy ions remaining in the sheath region at the end of the second voltage period, which does not affect the discharge of the next voltage period. In general, the increase in the gap width prolongs the time for the charged particles to reach the electrodes, so that the heavy ions with small mobility cannot be dissipated during the power-off phase and remain in the sheath region, effectively reducing the breakdown voltage of the next discharge. Then, fewer ions generated by the second discharge event can be completely dissipated during the power-off phase without affecting the third discharge.



When the gap width is increased to 5.1 mm, the discharge turns into a RP2 discharge, a small positive current pulse is followed by a large negative current pulse. Figure 8 shows the temporal evolutions of current density, applied voltage, gas voltage, and memory voltage in PR2 discharge with a gap width of 5.1 mm. It can be seen that, during the voltage rise phase, the rapid increase of the memory voltage suppresses the gas voltage, resulting in a weaker positive discharge. However, during the voltage fall phase, a strong negative discharge caused by the surface charge accumulated on the surface of dielectric barriers can be observed. As shown in Figure 8, the breakdown voltages for the first and second voltage periods are −858 and −846 V, and the corresponding peak current densities are −7.2 and −7.6   mA /   cm  2   , respectively. In addition, several key moments in RP2 discharge are marked in Figure 8, where a and d are the moments when positive discharge starts (that is, the beginning of the voltage periods) in the first and second voltage periods, b and e are the moments at which the negative discharge begins (i.e., the gas voltage starts to rise in reverse at this moment) in the first and second voltage periods, and c and f are the the moments when the positive current density reaches the maximum values.



Figure 9 shows the spatial distributions of charged particle density and electric field at the beginning of the positive discharge for two consecutive voltage periods in RP2 discharge. The black and red lines in Figure 9 represent the corresponding spatial distributions at the moments a and d in Figure 8, respectively. As shown in Figure 9, further increasing the gap width allows more charged particles to stay in the discharge gap, and the negative charges are mainly electrons. When the applied voltage begins to rise, these charged particles, especially electrons, are rapidly driven to the surface of the dielectric barriers by the applied electric field to build a reverse electric field, which improves the memory voltage and reduces the gas voltage, resulting in a weak positive discharge and a strong negative discharge.



Subsequently, Figure 10 shows the spatial distributions of the charged particle density and electric field at several key moments in the RP2 discharge, where Figure 10a–d plot the corresponding spatial distributions at the moments b, c, e, and f marked in Figure 8, respectively. As shown in Figure 10a, at the moment b, the residual charged particles in the anode sheath and the cathode sheath are CO3− and CO2+ ions with the maximum densities of   1.1 ×  10 9    and   1.3 ×  10 9     cm   − 3    , respectively. In addition, at the moment e in Figure 10, the densities of residual CO3− and CO2+ ions in the anode sheath and cathode sheath reach   1.5 ×  10 9    and   1.9 ×  10 9     cm   − 3    , respectively. Obviously, the density of residual ions in the sheath region at the moment e is greater than that at the moment b, thus the discharge of the second voltage period can easily be ignited at a lower voltage. In addition, the discharge current density is determined by the electric field and the charged particle density. According to Figure 10b,d, the higher charged particle density and stronger electric field in the cathode fall region at the moment f in the second voltage period lead to a larger peak current density of the negative discharge.



When the gap width is increased to 5.16 mm, the discharge undergoes an inverse period-doubling bifurcation from RP2 state to RP1 state, and the current density is repeated every voltage period. Figure 11 shows the temporal evolutions of the current density, applied voltage, gas voltage, and memory voltage in RP1 discharge. It is clear that a positive current pulse with a smaller peak value of 0.98   mA /   cm  2    can be observed during the voltage rise phase, while a larger positive current pulse is generated during the voltage fall phase; the corresponding breakdown voltage and current density are −865 V and −7.1   mA /   cm  2   , respectively.



Then, the spatial distributions of positive charge density, negative charge density, electron density, and electric field at the moment a and b in RP1 discharge are given in Figure 10e,f, where the moment a is the moment at which the negative discharge starts, and b is the moment when the negative current density reaches the peak value. In RP1 discharge, at the beginning of each negative discharge, the density and spatial distribution of residual charged particles are the same. The maximum densities of CO3− and CO2+ ions staying in the anode sheath and cathode sheath are   1.25 ×  10 9    and   1.43 ×  10 9     cm   − 3    , respectively. In fact, under the same discharge conditions, if the density and spatial distribution of the charged particles staying in the sheath at the beginning of the negative discharge for two consecutive voltage periods are the same, the discharge will be a stable RP1 discharge. As shown in Figure 10f, the reverse discharge in the RP1 state also operates in glow mode.



Figure 12 shows the residual ions density in the sheath region at the beginning of negative discharge for two consecutive voltage periods as a function of gap width in the evolution from RP2 discharge to RP1 discharge. In Figure 12, the black solid line and black dashed line represent the densities of CO2+ and CO3− ions staying in the sheath region at the beginning of negative discharge in the first voltage period (that is, the moment b in Figure 8), respectively, and the red solid line and the red dashed line represent the densities of CO2+ and CO3− ions remaining in the sheath region at the beginning of negative discharge in the second voltage period (i.e., the e moment in Figure 8), respectively. As the gap width increases, the densities of residual CO2+ and CO3− ions in the first voltage period of RP2 discharge increase, while the densities of CO2+ and CO3− ions in the second voltage period decrease. When the gap width increases to 5.16 mm, the density and spatial distribution of residual ions in the sheath region are completely equal, thus the discharge evolves from RP2 discharge into RP1 discharge. In general, in the RP2 discharge, there are differences in the density and spatial distributions of residual ions in the sheath region at the beginning of the negative discharge for the consecutive voltage periods. As the gap width increases, the density and spatial distribution of the residual ions are gradually equal, resulting in the discharge evolving from RP2 state into RP1 state.



It is necessary to investigate the effect of the nonlinear behaviors generated by the increasing gap width on the decomposition of   CO 2  . In this paper, the discharge power density   P d  , Specific Energy Input (SEI), and   CO 2   conversion (  χ  CO 2   ) are determined by


   P d  =  1  T  d g     ∫   t 0     t 0  + T    I 0   V g  d t  



(15)






  SEI =    P d   t r    e  N  CO 2      



(16)






   χ  CO 2   =  1 −   N   CO 2   t r     N   CO 2   t 0      × 100 %  



(17)




where T is the duration of a voltage cycle consisting of the power-on and power-off phases,   t r   is the residence time of plasma,   N   CO 2   t 0     and   N   CO 2   t r     are the initial   CO 2   density and the   CO 2   density at the moment   t r  , respectively.



According to Figure 2 and Figure 3, an increase in gap width leads to the appearance of temporal nonlinear behaviors in   CO 2   discharges and decreases the discharge current density, which reduces the discharge power density   P d  . Furthermore, Equation (16) analytically describes that the SEI is mainly determined by power density   P d   at a given residence time. Therefore, the growth of gap width can decrease the SEI. In fact, when the gap width increases from 4.0, 4.5 to 5.16 mm at a given residence time of 100 ms, the SEI decreases from 1.63, 1.58, to 1.4   eV / molecule  , and   CO 2   conversion reduces from 1.49%, 1.22% to 0.75% according to the simulation results.




4. Conclusions


In this study, based on a fluid model, the influence of gap width on temporal nonlinear behaviors in DBDs with   CO 2   as the plasma forming gas under Martian pressure is investigated by applying the tailored sinusoidal voltages. The simulation results found that, by increasing the gap width, discharge evolves from P1 discharge into P2 discharge, then converts into chaos, and finally evolves from the RP2 discharge to the RP1 discharge through an inverse period-doubling bifurcation. The simulation data show that, after the   CO 2   discharge is extinguished, due to the larger mobility of electrons and the electronegativity of   CO 2   gas, a rapid decrease in the electron density is obtained, and the heavy CO3− and CO2+ ions become the dominant residual charged particles in the discharge gap. In the evolution from P1 discharge to P2 discharge, the increase in the gap width prolongs the time for the CO3− and CO2+ ions to reach the surface of dielectric barriers, thus these heavy ions cannot be dissipated during the power-off phase and remain in the sheath region, which makes   CO 2   gas easy to be ignited at a lower voltage, effectively reducing the breakdown voltage of the next discharge. Then, the second discharge is weaker and fewer charged particles are produced; these charged particles can be completely dissipated during the power-off phase without affecting the third discharge. When the gap width increases to 5.0 mm, more charged particles can stay in the discharge region at the beginning of the voltage period, and the negative charges are mainly electrons. When the applied voltage begins to rise, these residual charged particles are rapidly driven to the surface of the dielectric barriers to build a reverse electric field, which enhances the memory voltage and reduces the gas voltage, resulting in a weak positive discharge and a strong negative discharge. As the gap width continues to increase, the density and spatial distribution of the residual ions in the sheath region for two consecutive voltage periods in the RP2 discharge are gradually equal, resulting in the evolution from RP2 discharge to RP1 discharge. This study contributes to a deeper insight into the effects of gap width on nonlinear behavior in   CO 2   DBDs under Martian conditions, and lays the groundwork for optimizing   CO 2   discharges.
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Figure 1. Waveform of applied voltage and corresponding current density in the simulation. 
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Figure 2. Temporal evolutions of discharge current density with the gap widths of 4.0 mm (a), 4.2 mm (c), 4.42 mm (e), and 4.5 mm (g), together with the corresponding trajectories in phase space with the gap widths of 4.0 mm (b), 4.2 mm (d), 4.42 mm (f), and 4.5 mm (h). 
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Figure 3. Temporal evolutions of discharge current density with the gap widths of 5.0 mm (a), 5.1 mm (c), and 5.16 mm (e), together with the corresponding trajectories in phase space with the gap widths of 5.0 mm (b), 5.1 mm (d), and 5.16 mm (f). 
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Figure 4. Temporal evolutions of current density, applied voltage, gas voltage, and memory voltage in P1 discharge with a gap width of 4.0 mm. 
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Figure 5. Spatial distributions of positive charge density, negative charge density, electron density, and electric field at several key moments in P1 discharge. 
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Figure 6. Temporal evolutions of current density, applied voltage, gas voltage, and memory voltage in P2 discharge with a gap width of 4.2 mm. 
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Figure 7. Spatial distributions of positive charge density, negative charge density, electron density, and electric field at several key moments in P2 discharge. 
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Figure 8. Temporal evolutions of the current density, applied voltage, gas voltage, and memory voltage in PR2 discharge with a gap width of 5.1 mm. 
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Figure 9. Spatial distributions of positive charge density, negative charge density, electron density, and electric field at the beginning of the positive discharge in RP2 discharge with a gap width of 5.1 mm. 
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Figure 10. Spatial distributions of positive charge density, negative charge density, electron density, and electric field at several key moments in RP2 discharge and RP1 discharge. 
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Figure 11. Temporal evolutions of the current density, applied voltage, gas voltage, and memory voltage in RP1 discharge with a gap width of 5.16 mm. 
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Figure 12. The residual ions density in the sheath region at the beginning of the negative discharge for two consecutive voltage periods as a function of gap width in the evolution from RP2 discharge to RP1 discharge. 
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Table 1. Species taken into account in the chemical model.
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	Radicals and Molecules
	Charged Species
	Excited Species





	CO2, CO, C, O, O2, O3
	e, O−,O2−,CO3−,CO4−,CO2+,O2+
	CO2e1,CO2va,CO2vb,CO2vc,CO2v1a

CO2v1,CO2v2,CO2v3,CO2v4

CO2v5,CO2v6,CO2v7,CO2v8
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