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Abstract: Recently, piracy and copyright violations of digital content have become major concerns
as computer science has advanced. In order to prevent unauthorized usage of content, digital
watermarking is usually employed. This work proposes a new approach to digital image water-
marking that makes use of the discrete cosine transform (DCT), discrete wavelet transform (DWT),
dipper-throated optimization (DTO), and stochastic fractal search (SFS) algorithms. The proposed
approach involves computing the discrete wavelet transform (DWT) on the cover image to extract
its sub-components, followed by the performance of a discrete cosine transform (DCT) to convert
these sub-components into the frequency domain. Finding the best scale factor for watermarking is a
significant challenge in most watermarking methods. The authors used an advanced optimization
algorithm, which is referred to as DTOSFS, to determine the best two parameters—namely, the scaling
factor and embedding coefficient—to be used while inserting a watermark into a cover image. Using
the optimal values of these parameters, a watermark image can be inserted into a cover image more
efficiently. The suggested approach is evaluated in comparison with the current gold standard. The
normalized cross-correlation (NCC), peak-signal-to-noise ratio (PSNR), and image fidelity (IF) are
used to measure the success of the proposed approach. In addition, a statistical analysis is performed
to evaluate the significance and superiority of the proposed approach. The experimental results
confirm the effectiveness of the proposed approach in improving upon standard watermarking
methods based on the DWT and DCT. Moreover, a set of attacks is considered to study the robustness
of the proposed approach, and the results confirm the expected outcomes. It is shown by the achieved
results that the proposed approach can be utilized for practical digital image watermarking, and that
it significantly outperforms other digital image watermarking methods.

Keywords: dipper-throated optimization; stochastic fractal search; meta-heuristic optimization;
digital image watermarking

1. Introduction

The progression in digital communication supports the exchange of large amounts
of data through networks in real time [1]. As a result of this progression, smart health-
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care companies provide remote medical services to patients [2]. These services include
transmitting medical data and images of patients to faraway specialists to save time and
achieve rapid medical diagnoses [3]. Security and privacy issues appear when these data
is transmitted over open communication networks [4]. Different instructions and rules
are used to preserve patients’ privacy when sending and receiving their medical data for
diagnosis or research [5,6]. Regardless of the several advantages in this, medical data and
images may reach unlicensed people, thus threatening privacy. During the COVID-19
pandemic, the need for data security increased [7–9].

During the transmission of medical images, a watermark is added to the original
images. A watermark can be data, an image, or a logo indicating a patient’s identity or
data about a hospital or clinic. An important point that must be taken into account is
that the watermark should not cause significant degradation in the quality of the original
image [10]. Watermarking algorithms are vastly used for biomedical images for efficient
results. In watermarking, a logo or data are hidden in the cover or original image to detect
ownership at any stage [11]. In watermarking, there are two main properties: robustness
and invisibility. These should be balanced in order to provide high performance [12].
Nowadays, optimization algorithms are used in different fields, mainly to perform this task
efficiently [13–18]. Optimization algorithms provide the optimal level of embedding of the
message in the best regions in the cover image [19]. Figure 1 shows a block diagram of a
basic watermarking system. In this figure, the dotted line indicates the possibility of access-
ing the original data in the decoding process, representing informed watermark detection.
In the case of the absence of the original data, such a system is a blind watermark system.

Figure 1. The typical process of watermarking systems.

Research on digital watermarking has increased dramatically in recent years. As a
concept, watermarking was developed around 1990, and several implementations have
been described in the literature [20]. Applications, source types (such as images, videos,
or audio files), and watermarking methods all play a role in categorizing digital water-
marking approaches. Many people favor discrete wavelet transform (DWT)- and discrete
cosine transform (DCT)-based approaches because watermarks may be used in both the
spatial and frequency domains. In the context of image watermarking, several techniques
are ubiquitous. A watermark image and a cover image are used to watermark photographs.
The goal is to seamlessly incorporate the watermark into the cover art without anybody
being able to tell.

Using the DCT, the authors of [21] presented a new approach to digital image wa-
termarking that is resistant to JPEG compression. For stealthy and long-lasting audio
watermarking, a different technique using the SVD and DCT was applied in [22]. In [23],
the pros and cons of a QIM-based digital watermarking system were weighed. By combin-
ing the DWT and DCT, the researchers improved watermarking approaches. An enhanced
DCT–DWT approach based on a hybrid intelligent SVD model was suggested in [24].
In [25], one can see an alternative digital watermarking method for spotting and restor-
ing altered photos. DCT (discrete cosine transform) watermarking was the basis for this
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technology. The watermarking of color photographs involved the combination of the DCT,
DWT, and singular value decomposition (SVD). Watermarking methods for still images
and moving ones may be found in the literature, with many employing the DCT and DWT
in some way. Using a shift in the inter-block coefficients, the authors of [26] described a
method for embedding a watermark into data that was both undetectable and extremely
secure; this method was based on DCT blocks. Digital watermarks can be created by using
these techniques, but their quality is severely restricted. To a large extent, the scaling
factor determines the watermark’s quality. The scaling factor determines the combination
of the cover and watermark images in a specific proportion. The method’s robustness,
i.e., the quality of the recovered image, will suffer if the scaling factor is set to a low number.
The quality of the watermarked image and, therefore, its imperceptibility will suffer, how-
ever, if the scaling factor is set to a large number. Accordingly, it is necessary to maximize
the scaling factor. To optimize many different types of problems, meta-heuristic algorithms
are frequently utilized [25].

This paper proposes a new algorithm for improving the watermarking approach based
on the DWT and DCT. The proposed algorithm combines the dipper-throated optimization
(DTO) algorithm with the stochastic fractal search (SFS) algorithm and is referred to as
DTOSFS. The proposed algorithm’s advantage is that it can find the optimal regions in
a cover image to implant a target message. The target message in our case is a medical
image, which is sensitive for patients who wish to store it securely through transmission
and communication with health agencies. The main contributions of this work can be
summarized in the following points:

• A new algorithm is proposed in order to improve the watermarking of sensitive images.
• The proposed optimization algorithm is tested in terms of the DWT+DCT watermark-

ing method to prove its effectiveness.
• The proposed approach is compared with the original DWT+DCT and the original

DTO and SFS, in addition to another watermarking method based on the discrete
Fourier transform (DFT) + singular value decomposition, to prove the effectiveness
and superiority of the proposed approach.

• The proposed approach is tested in terms of various methods of attack, including the
average filtering, Gaussian filtering, median filtering, and Wiener filtering methods,
to show its robustness.

• The proposed approach is tested in terms of various cover images.

The structure of this paper is as follows. A review of previous studies addressing recent
watermarking approaches is presented in Section 2. The materials and methods employed
in the proposed methodology are described in Section 3. The proposed methodology is then
illustrated in Section 4. The achieved results and the corresponding analysis are explained
in Section 5. Finally, the conclusion and future perspectives are presented in Section 6.

2. Literature Review

Digital image watermarking has been targeted by many researchers in recent
years [27–31]. As a platform, the Internet of Things (IoT) has enhanced the development of
many types of research in the medical field. A medical image algorithm based on IoT was
proposed in which the doctor’s signature was embedded into different images to provide
robustness and security [32]. The drawbacks of this method were its low robustness in the
case of geometric attacks and that the capacity of the data payload was not recognized.
So, a different optimization method would provide a trade-off between robustness and
size. An idea for saving time consumption was presented by using ant colony optimization
and the light gradient boosting algorithm. The embedding was performed by using the
discrete cosine transform, and the optimizer was used to obtain the optimal embedding
parameters [33]. A different deep learning algorithm was used in watermarking systems to
allow automation of the process. The available deep learning algorithms did not guarantee
robust and blind embedding simultaneously. A new technique based on deep learning was
proposed in which the functions of both embedding and extraction were performed by
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using automation [34]. The use of particle swarm optimization with a watermarking system
depended on the discrete wavelet transform and the discrete cosine transform in [35], and
this provided efficient results. The results of this method were satisfying compared to those
of existing methods.

An optimized blind watermarking technique for protecting copyright data used prin-
cipal component analysis; it operated on a redundant discrete wavelet domain and used
an improved gray wolf optimizer [36]. The proposed technique achieved efficient imper-
ceptibility and robustness. Now, neural networks are being used to develop the efficiency
of watermarking techniques. An efficient blind image watermarking technique based on
thirteen layers of a convolutional neural network was proposed in [37]. The new method
increased the image resolution by increasing the invisibility of the watermark image.
The trade-off was carried out according to user desire. The results indicate satisfactory
robustness in the cases of both geometric and pixel value change attacks. A new protocol
for watermarking systems called a buyer and seller protocol has appeared in recent years
to ensure security for systems depending on the blockchain technology [38]. A proposed
watermarking framework based on a neural network in which the watermark logo was
embedded into the edge of the host image was presented in [39]. This method used an
optimizer with a genetic algorithm to insert the logo data and used a multilayer perceptron
to extract the logo with high performance. Another secure watermarking algorithm used a
particle swarm optimizer in which a color logo was embedded into the three primary colors
in color images (red, green, and blue) of the original image by using the discrete cosine
transform [40]. The three primary colors were arranged according to the fuzzy entropy
value, and a particle swarm optimizer determined the performance of the embedding in
order to achieve a balance between invisibility and robustness.

A hybrid method was used to perform watermarking with the discrete cosine trans-
form, and the discrete wavelet transform was proposed by the authors of [41]. In this
method, the watermark was extracted from the original image without using the host
image, but this depended on a two-stage neural network. The system achieved better
invisibility with high robustness. Another hybrid system aimed to protect copyright data
and was based on the discrete cosine transform (DCT), discrete wavelet transform (DWT),
singular value decomposition (SVD), and hologram presented in [42]. The steps of this
method were as follows: First, the watermark logo was embedded into the three-color
components of the required original image. Second, a blind algorithm was used to extract
the watermark image; third, the hologram was used to improve the invisibility of the
watermark, provide the best performance against noise attacks, and perform encryption.
A proposed watermarking system that ensured all the requirements simultaneously was
proposed in [43]. Different researchers that were dependent on blockchain for digital
image watermarking to prove ownership [44–46] could not rely on a relational database
because it was different from another database format, such as the image format. Another
algorithm that used blockchain to detect tampering in the database was presented in [47].
Another algorithm that used blockchain for the digital watermarking of big data was
presented in [48].

Particle swarm optimization, gray wolf optimization, genetic algorithms, firefly al-
gorithms, bat optimization, the artificial bee colony, and ant colony optimization are
a few examples of nature-inspired algorithms that employ swarm intelligence ideas to
achieve optimal outcomes. To get the best possible results, several authors have turned
to these methods. In [49], a novel and optimal function was introduced that was secure
against a wide range of attacks while retaining the desired level of quality. In this method,
the embedding factor was determined by using the PSNR and bit correction rate (BCR),
and optimization algorithms were utilized to perform the calculations. Numerous hybrid
methods, including the use of various algorithms inspired by nature, have been employed
by researchers to successfully embed watermarks. The watermarking of color photographs
with a combination of the bat method and the firefly algorithm was presented in [50].
A second DCT-based watermarking system was described in [51], which employed the
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PSO algorithm to find the optimal strength factor value. In [52], the author proposed a
watermarking system that used a special variant of the Whale algorithm. To determine the
multiscale factor, this approach employed DWT–SVD-based watermarking with a twist:
modified whale optimization. In [53], the watermark embedding position is determined
by using the firefly method. In [54], an optimization strategy based on the ABC algorithm
was used to incorporate the watermark using the IWT and SVD. In [55], the notion of an
artificial bee colony was proposed; this system was based on the intelligence of real honey
bees. The dipper-throated optimization (DTO) and stochastic fractal search (SFS) optimiza-
tion methods were proven to perform better than many other optimization algorithms.
Still, these algorithms have not been addressed for the problem of watermarking [56,57].
Therefore, these methods were adopted in developing the new algorithm proposed in this
paper in order to improve the performance of a standard watermarking method to preserve
the security and privacy of medical images while being transmitted over networks.

3. Background

In this section, the basic materials and methods employed in the proposed methodol-
ogy are briefly presented. The proposed methodology is based on a standard watermarking
approach that combines the DWT and DCT methods in order to implant messages in a
cover image. Therefore, this section briefly introduces these methods. On the other hand,
the proposed approach is based on a new optimization algorithm that was developed to
improve the standard DWT+DCT. This new optimization algorithm is based on the original
DTO and SFS optimization methods. Therefore, these underlying optimization algorithms
are briefly introduced in this section.

3.1. Discrete Cosine Transform (DCT)

To illustrate an image as the sum of data points, the discrete cosine transform (DCT) is
frequently used. The variable magnitudes and frequencies of sinusoids are shown here [58].
Separating an image into its component sub-bands or spectral sub-bands allows for more
control over the image’s overall visual quality. If one wants to move a signal or image from
the spatial domain to the frequency domain, one can use the discrete cosine transform (DCT).
The image can be separated into its high- and low-frequency components. Reflectance is
reflected in the low-energy, high-frequency component. The image’s brightness is conveyed
via the low-frequency component, which is also quite energetic. Images may be compressed
and watermarked using DCTs, just to name a couple of their many uses. The function of
the DCT is shown in Figure 2. With the DCT, an image in the spatial domain is transformed
into one in the frequency domain. Aside from its low mistake rate, it also features a high
compression ratio and computational complexity. The following equation is used to get the
DCT of an N ×M image.

F(i, j) =

√
2
M

√
2
N

Gi.Gj

M−1

∑
i=0

N−1

∑
j−0

I(m, n)cos
[ πu

2M
(2m + 1)

]
cos
[πu

2N
(2n + 1)

]
(1)

where

Gi =

{
1√
2

if i = 0

1 otherwise
,

Gj =

{
1√
2

if j = 0

1 otherwise
,

(2)

The reconstruction of the image is achieved by applying the following equation:

I(m, n) =

√
2
M

√
2
N

M−1

∑
i=0

N−1

∑
j−0

Gi.Gj.F(i, j)cos
[ πu

2M
(2m + 1)

]
cos
[πu

2N
(2n + 1)

]
(3)
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Figure 2. The process of the discrete cosine transform.

It is common practice to apply the DCT to each non-overlapping block of an image
when using the popular block-based DCT transform. There are, therefore, three distinct
frequency ranges resulting from this process: the low-frequency range, the intermediate-
frequency range, and the high-frequency range. The foundation for DCT-based water-
marking comprises a couple of simple facts. In the first place, an image’s most crucial
visual aspects are located in the low-frequency sub-band, where much of the signal energy
is. The second reality is that compression and noise attacks typically get rid of the high-
frequency components of an image. Therefore, the watermark is encoded by altering the
coefficients of the middle-frequency sub-band, guaranteeing that it will remain in place
through decompression and viewing.

3.2. Discrete Wavelet Transform (DWT)

Multi-resolution analysis (MRA) of images is a very recent technique, and it relies
on the mathematical framework provided by the relatively new theory of wavelets [59].
The concept is a wavelet- and transform-based image processing method. These are
helpful, since they tell us about the frequency and timescale of an image. When a 2D
wavelet transform is applied, the resulting representation of the image is a four-component
sum across all resolutions. The analysis and representation of images and information at
several resolutions are the goals of multi-resolution theory. It draws from a wide variety of
disciplines to create a new method. Sub-band encoding is a technique from digital signal
processing, and quadrature mirror filtering originates in the field of pyramidal imaging.
Multi-resolution analysis is the popular name for a theoretical framework supporting many
resolutions (MRA). MRA’s main benefit is that it can often identify previously invisible
details at lower magnifications. An iterative succession of scaled-down versions of the
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input image is generated mathematically. At each tier, the resolution is multiplied by 2.
For an image f (x, y) of size M× N, the discrete wavelet transform is calculated as follows:

Wϕ(jo, m, n) =
1√
MN

M−1

∑
x=0

N−1

∑
y=0

f (x, y)ϕjo ,m,n(x, y) (4)

Wi
ψ(jo, m, n) =

1√
MN

M−1

∑
x=0

N−1

∑
y=0

f (x, y)ψi jo, m, n(x, y) (5)

where
ϕj,m,n(x, y) = 2

1
2 ϕ(2jx−m, 2jy− n) (6)

ψi
j,m,n(x, y) = 2

1
2 ψi(2jx−m, 2jy− n) (7)

where i = {Diagonal, Vertical, Horizontal}, and jo is used to denote the scale, which is initially
selected arbitrarily. The approximate value of f (x, y) at scale jo has approximate coefficient
values that are denoted by Wψ(jo, m, n). Coefficients of the form Wi

ψ(j, m, n) are appended
for scales above jo, allowing for higher diagonal, vertical, and horizontal specificity. If
m = n = 0, 1, 2, ..., 2j − 1 and j = 0, 1, 2, ..., j− 1, then N = M = 2j and jo = 0 are chosen.
The inverse discrete wavelet transform yields f (x, y) when given Wi

ψ and Wϕ. To illustrate
the two-level DFT that is used to decompose the input, Figure 3 shows this process.

Figure 3. The process of two-level decomposition using the discrete wavelet transform.

To calculate wavelet components, the Haar wavelet transform is utilized. The Haar
transform is used to calculate wavelets, and this transformation is the most basic kind of
wavelet. It is the basis for all subsequent refined wavelet types [60]. The mathematical
expression for the mother wavelet function ψ(a) of the Haar wavelet is provided by the
following equation:

ψ(a) =


1 0 ≤ a < 1

2

−1 1
2 ≤ a < 1

0 Otherwise

, (8)

The scaling function of the Haar function is denoted by ϕ(a), which is defined
as follows:

ϕ(a) =

{
1 0 ≤ a < 1
0 Otherwise

, (9)

The transform calculates the data points by summing and subtracting neighboring
points. The horizontal and vertical components of the discrete wavelet transform are
calculated by using these equations.

3.3. Dipper-Throated Optimization (DTO)

Meta-heuristic optimization is considered one of the best approaches that can be
used to find the best parameters of artificial intelligence tasks [57,61–64]. The distinctive
hunting technique, swift bowing movements, and the dipper-throated bird’s white breast
inspired this optimization procedure. No matter how choppy or swift the current, it plunges
headfirst into the sea to catch its victim. It can also dive into the water and stay submerged
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for long periods, using its wings as fins to drive itself through the water. The birds in the
dipper-throated optimization (DTO) approach are presumed to be swimming about in
search of food. The following matrices represent the birds’ positions (P) and speeds (S).

P =


P1,1 P1,2 P1,3 ... P1,d
P2,1 P2,2 P2,3 ... P2,d
P3,1 P3,2 P3,3 ... P3,d
... ... ... ... ...

Pm,1 Pm,2 Pm,3 ... Pm,d

 (10)

S =


S1,1 S1,2 S1,3 ... S1,d
S2,1 S2,2 S2,3 ... S2,d
S3,1 S3,2 S3,3 ... S3,d
... ... ... ... ...

Sm,1 Sm,2 Sm,3 ... Sm,d

 (11)

where i ∈ 1, 2, 3, ..., m and j ∈ 1, 2, 3, ..., d represent the bird in dimension i, and P(i, j) rep-
resents the bird in dimension j. For each pair i, j where i ∈ 1, 2, 3, ..., m and j ∈ 1, 2, 3, ..., d,
the speed of the bird in the jth dimension is denoted by S(i,j). The values of P(i,j) are dis-
tributed normally at the outset. The fitness function values denoted by h = h1, h2, h3, ..., hn
are calculated for each bird in the following array.

h =


h1(P1,1, P1,2, P1,3, ..., P1,d)
h2(P2,1, P2,2, P2,3, ..., P2,d)
h3(P3,1, P3,2, P3,3, ..., P3,d)

...
hm(Pm,1, Pm,2, Pm,3, ..., Pm,d)

 (12)

The fitness score of the mother bird is higher than those of her offspring because it has
a greater advantage in the struggle for survival. The values are sorted upwards. The best
solution, which is denoted Pbest, is declared. Birds with a regular appearance (Pnd) are most
suited for the role of followers. The best solution in the world is PGbest. The optimizer uses
the following equations as the basis for the first DTO approach used to update the position
of the swimming bird:

P(i + 1) =

{
X if R < 0.5
Y otherwise

, (13)

X = Pbest(i)− K1.|K2.Pbest(i)− P(i)| (14)

Y = P(i) + S(i + 1) (15)

S(i + 1) = K3V(i) + K4r1(Pbest(i)− P(i)) + K5r2(PGbest − P(i)) (16)

For each iteration i, we get the average position of the birds P(i), the position of the
best birds Pbest(i), and the speed of the birds S(i + 1). Weight values are denoted by K1, K2,
and K3, whereas K4 and K5 are constants. Both r1 and r2 can take on any value between 0
and 1 at random.

The DTO algorithm is employed in the proposed optimization algorithm to find
the optimal values of the scaling factor and the embedding coefficient to improve the
performance of the standard DWT+DCT watermarking method.

3.4. Stochastic Fractal Search (SFS)

An algorithm that uses random fractals to inspire meta-heuristic algorithms can be as
efficient and accurate as the original fractal technique. The fractal search (FS) technique
follows three basic rules to find a solution to a given problem.

1. The best particles are kept, while the others are removed with each new generation.
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2. There are several ways to make and disperse new particles. In the new particles,
the original particle energy is shared.

3. A particle can have electrical potential energy.

Finding fractals in any given object is possible using the stochastic fractal search (SFS),
as explained in detail in [65]. The fractal-shaped objects are built using the diffusion-limited
aggregation (DLA) process. Compared to the original FS approach, the SFS method uses
diffusion and two distinct types of update processes. This solution BP might be surrounded
by the solutions BP1–BP5 to arrive at the best potential outcome. The Gaussian distribution
approach is used in the DLA growth process to produce new particles based on the diffusion
procedure of SFS. A list of walks created by the best solution

−→
P may be determined in the

diffusion process.
P′ = Gaussian(µP, σ + β× P)− β′ ×V (17)

where P denotes the updated best solution. The values of β and β′ are selected randomly
from the range [0, 1]. The point in the group is denoted by V, whereas the position of
the best point is referred to as P. In addition, µP is equal to |P| and σ is equal to |V − P|.
A better solution can be found by applying SFS to the DTO process, which is an exploration
method based on the algorithm’s diffusion process.

In the proposed optimization algorithm, the SFS is harnessed with the DTO algorithm
to improve the exploration of the search space to efficiently find the best set of parameters.
The steps of the proposed optimization algorithm are presented in the next section.

4. The Proposed Methodology

In images that are created digitally by using watermarking, an image is secretly
implanted into a carrier image, and it is difficult to remove. Two processes make up
watermarking: embedding and detection. The watermark image is embedded into the
cover image to create a watermarked image. The scaling factor is crucial in creating a
reliable and effective watermark. An optimal scaling factor is calculated to improve the
algorithm’s reliability and performance. The suggested technique utilizes DTOSFS to
calculate the scaling factor. The DCT coefficients of both the cover and watermark images
are modified by a scaling factor for embedding purposes. Extracting them means getting
the watermark with as little damage as possible. The inverse DWT and inverse DCT are
used to extract the information. Figure 4 shows the flow of the steps included in the
proposed methodology. These steps are described in the following.

1. The cover image (Ic) and watermark images (Iw) are initially used for the watermark-
ing process.

2. The Haar wavelet transform is used to calculate the cover image’s wavelet trans-
form [20]. The approximate result is the application of the Haar wavelet transform
in two dimensions, with further computations for the horizontal, vertical, and di-
agonal components. Therefore, the M× N discrete wavelet transform of the cover
image (Ic) is:

WΘ(j0, m, n) =
1√
MN

M−1

∑
x=0

N−1

∑
y=0

f (x, y)Θj0,m,n(x, y) (18)

3. Applying the DCT transform to the wavelet transform results in a transformation
from the time domain to the frequency domain. The formula for this step is as follows:

F(u, v) = σ(u)σ(v)
m−1

∑
i=0

n−1

∑
j=0

g(i, j).cos
[
(2i + 1)uπ

2m

]
cos
[
(2j + 1)vπ

2n

]
(19)

The computation of the inverse of the DCT can be applied as follows:

G(m, n) = σ(u)σ(v)
M−1

∑
i=0

N−1

∑
j=0

f (u, v).cos
[
(2i + 1)uπ

2m

]
cos
[
(2j + 1)vπ

2n

]
(20)
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where

σ(u) =

{
1√
2

u = 0

1 u = 1, 2, 3..., m− 1
, (21)

σ(v) =

{
1√
2

v = 0

1 u = 1, 2, 3..., n− 1
, (22)

The proposed algorithm is presented in Algorithm 1.
4. The DTOSFS algorithm is applied to search for the optimal scaling factor and the coef-

ficient for embedding the watermark. The result of using DTOSFS is the computation
of the optimal value of α, which is the invisibility or weighting coefficient.

5. The watermark W(i, j) is inserted into the cover image I(i, j) by using an additive
technique that is applied using the following formula.

I′(i, j) = I(i, j) + (α×W(i, j)) (23)

For the original image, the DWT coefficient is denoted by I. In contrast, I′ refers to the
DWT coefficient for the watermarked image, and for the watermark image, the DWT
coefficient is denoted by W.

6. The inverse DCT and inverse DWT of I′ are applied to obtain the watermarked image.
7. The inverse of the additive formula is applied to extract the watermark.

W =
I′(i, j)− I(i, j)

α
(24)

Finally, the inverse DWT of W is applied to compute the raw watermark image Iw.

Figure 4. The detailed steps of the proposed approach.
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Algorithm 1 The Proposed DTOSFS Algorithm

1: Initialize birds’ positions Pi(i = 1, 2, ..., n) with n birds, the birds’ speed
Si(i = 1, 2, ..., n), the objective function fn, iterations Tmax, the parameters of t = 1, r1,
r2, R, K1, K2, K3, K4, K5

2: Calculate fn for each bird Pi
3: Find the best bird position Pbest
4: while t ≤ Tmax do
5: for (i = 1 : i < n + 1) do
6: if (R < 0.5) then
7: Update the current swimming bird’s position as:

P(i + 1) = Pbest(i)− K1.|K2.Pbest(i)− P(i)|
8: else
9: Update the current flying bird’s velocity as:

S(i + 1) = K3V(i) + K4r1(Pbest(i)− P(i)) + K5r2(PGbest − P(i))
10: Update the current flying bird’s position as:

P(i + 1) = P(i) + S(i + 1)
11: end if
12: Apply the stochastic fractal search diffusion as:

P = Gaussian(µP, σ + β× P)− β′ × S
13: end for
14: Calculate fn for each bird Pi
15: Set t = t + 1
16: Update R, K2, K1
17: Find the best position Pbest
18: Set PGbest = Pbest
19: end while
20: Return the best solution PGbest

5. Results and Discussion

The proposed optimization algorithm is evaluated in terms of the digital image water-
marking task to prove its superiority in finding the best parameters to help better embed
the image in a cover image. The experiments were carried out on the three different cover
images shown in Figure 5. The message embedded in the cover image was a sample
Monkeypox image, which is shown in Figure 6.

Figure 5. The cover images used in the conducted experiments. (a) Lena. (b) Cameraman. (c) Baboon.

Figure 6. A Monkeypox image was employed as a message to be embedded in the cover image.
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5.1. Evaluation Criteria

To measure the performance of the proposed approach, a set of evaluation criteria was
employed to assess the achieved results. These criteria included the normalized correlation
coefficient (NCC), image fidelity (IF), and peak-signal-to-noise ratio (PSNR). The formulas
used to calculate these criteria are presented in the following:

NCC =
∑w

u=−w ∑w
v=−w[Iuv − Ī] ∗ [I′uv − Ī′]

(2w + 1)2σ(I) ∗ σ(I′)
(25)

where Iuv is the first image, I′uv is the second image, Ī and Ī′ are the means of the images,
and σ(I) and σ(I′) are the standard deviations of all of the points in I and I′, respectively.

IF = 1− ∑u,v(Iuv − I′uv)
2

∑u,v Iuv × I′uv
(26)

where Iuv is the pixel at position (u, v), and I′(u, v) is the stego image at the same position.

PSNR = 10.log10

(
Signal
Noise

)
(27)

5.2. Experimental Results

The evaluation results of the proposed approach in comparison with four other wa-
termarking methods in terms of the adopted criteria, which are presented in the previous
section, are listed in Table 1. It can be noted in this table that the proposed approach
(DWT+DCT+DTOSFS) was able to achieve the best values for the three cover images from
Figure 5 when compared to the four other watermarking approaches. The other water-
marking approaches included in the conducted experiment were the original DFT+SVD,
the original DWT+DCT, the optimized DWT+DCT using the original SFS, and the op-
timized DWT+DCT optimized using the original DTO. The presented results show the
effectiveness and superiority of the proposed approach. In the table, the PSNR value
achieved by the proposed approach was 68.87, which was higher than the corresponding
values achieved by the other approaches. Similarly, the values achieved using the proposed
approach outperformed those of the competing approaches included in the experiment.

Table 1. Assessment of the results achieved by the proposed approach in comparison with those of
the other competing approaches.

Lena Image DFT+SVD DWT+DCT DWT+DCT+SFS DWT+DCT+DTO DWT+DCT+DTOSFS

PSNR 36.18 44.67 49.66 53.78 63.87
NCC 0.0048 0.0037 0.0037 0.0025 0.002

IF −1.51233 × 10−3 −1.3554 × 10−4 −7.7164 × 10−5 −9.9887 × 10−7 −8.6357 × 10−9

Cameraman Image DFT+SVD DWT+DCT DWT+DCT+SFS DWT+DCT+DTO DWT+DCT+DTOSFS

PSNR 38.37 41.11 51.64 57.8 64.68
NCC 0.0048 0.0037 0.0037 0.0028 0.0023

IF −1.99187 × 10−2 −1.8836 × 10−4 −1.249 × 10−5 −2.5738 × 10−7 −9.12257 × 10−10

Baboon Image DFT+SVD DWT+DCT DWT+DCT+SFS DWT+DCT+DTO DWT+DCT+DTOSFS

PSNR 31.97 33.366 42.225 51.17 65.11
NCC 0.0041 0.0037 0.0031 0.0025 0.0019

IF −0.0071 −0.0059 −5.9966 × 10−4 −2.7456 × 10−6 −7.2137 × 10−11

On the other hand, a set of experiments were conducted to analyze the proposed
approach’s statistical significance. The statistical analysis was performed based on the
results achieved by the proposed method and the four other competing approaches. Table 2
presents the results of the statistical analysis. In this table, the number of samples included
in the statistical analysis was 10. The standard error of the mean was 0.07676, and the
standard deviation was 0.2427 when using the proposed approach; these were better than
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the values achieved by the other approaches. The measured values in this table demonstrate
the stability of the proposed approach.

Table 2. Statistical analysis of the proposed approach compared to other approaches.

DFT+SVD DWT+DCT DWT+DCT+SFS DWT+DCT+DTO DWT+DCT+DTOSFS

Number of values 10 10 10 10 10
Std. Error of Mean 0.2175 0.6155 0.2134 0.2333 0.07676

Std. Deviation 0.6877 1.947 0.6749 0.7379 0.2427
25% Percentile 36.18 44.42 49.41 53.78 66.88
75% Percentile 36.43 45.42 49.66 53.78 66.88

Minimum 35.98 41.67 47.66 51.78 66.13
Maximum 38.18 48.67 49.66 54.78 66.98

Mean 36.46 44.97 49.36 53.68 66.82
Median 36.18 44.67 49.66 53.78 66.88

Range 2.2 7 2 3 0.85
Sum 364.6 449.7 493.6 536.8 668.2

In addition, two tests were applied to study the significance of the proposed approach.
These tests were the one-way analysis of variance (ANOVA) test and the Wilcoxon test.
The results of these tests are presented in Tables 3 and 4, respectively. The difference
between the proposed watermarking approach and each method of the competing water-
marking methods was measured using the Wilcoxon test. The results of this test are shown
in Table 4. In this table, the p-value is 0.002, which confirms the statistical difference in each
watermarking method. As shown in Table 3, the measured p-value was less than 0.0001,
which means that the proposed approach was statistically different from the other four
watermarking methods.

Table 3. Evaluation of the ANOVA test based on the recorded results.

ANOVA SS DF MS F (DFn, DFd) p Value

Treatment (between columns) 4144 4 1036 F (4, 45) = 984.5 p < 0.0001
Residual (within columns) 47.36 45 1.052

Total 4192 49

Table 4. Evaluation of the Wilcoxon signed rank test based on the recorded results.

DFT+SVD DWT+DCT DWT+DCT+SFS DWT+DCT+DTO DWT+DCT+DTOSFS

Theoretical median 0 0 0 0 0
Actual median 36.18 44.67 49.66 53.78 63.87

Number of values 10 10 10 10 10
Wilcoxon Signed Rank Test

Sum of signed ranks (W) 55 55 55 55 55
Sum of positive ranks 55 55 55 55 55

Sum of negative ranks 0 0 0 0 0
P value (two-tailed) 0.002 0.002 0.002 0.002 0.002

Exact or estimate? Exact Exact Exact Exact Exact
P-value summary - - - - -

Significant (alpha = 0.05)? Yes Yes Yes Yes Yes
How big is the discrepancy?

Discrepancy 36.18 44.67 49.66 53.78 63.87

In addition, another experiment was conducted to focus on the study of the significance
of the proposed approach using the linear regression test. The results of this experiment
are presented in Table 5. In this test, if the p-value was smaller than 0.05, then the null
hypothesis was rejected and it was concluded that the relationship between the proposed
approach and the approach presented in the test was significant. The results presented
in the table show that the p-values for all methods included in the experiment were less
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than 0.05, and thus, there was a significant relationship between these methods and the
proposed method. Moreover, an additional experiment was conducted to study the stability
of the proposed watermarking approach. This experiment was based on the regression
test. The results of this test are presented in Table 5. In this test, the results achieved by the
proposed watermarking approach were analyzed with respect to the results achieved by the
four other competing methods. The results shown in this table emphasize the stability of the
proposed approach when compared to the other methods. The analysis of the area under
the curve (AUC) was another experiment conducted to study the proposed approach’s
effectiveness. The results of this experiment are presented in Table 6. In this table, it can be
noted that the %Area was 100%, reflecting the proposed approach’s effectiveness.

Table 5. The regression test between the proposed watermarking method and each one of the other
competing watermarking methods.

DFT+SVD DWT+DCT DWT+DCT+SFS DWT+DCT+DTO

Best-fit values
Slope 80 −144.4 −77.78 −211.1

X-intercept 63.42 64.18 64.51 64.13
Y-intercept −5073 9271 5017 13,538

1/slope 0.0125 −0.006923 −0.01286 −0.004737
Slope 71.49 211.5 70.27 35.14

Std. Error
Y-intercept 4566 13,512 4488 2244

95% Confidence Intervals
X-intercept −infinity to 63.72 63.94 to +infinity 64.08 to +infinity 64.05 to 64.28
Y-intercept −15,603 to 5457 −21,888 to 40,429 −5333 to 15,367 8362 to 18,713

Goodness of Fit
R square 0.1353 0.05507 0.1328 0.8186

Sy.x 0.6782 2.007 0.6667 0.3333
Is the slope significantly non-zero?

F 1.252 0.4662 1.225 36.1
DFn, DFd 1, 8 1, 8 1, 8 1, 8

P value 0.002956 0.00514 0.003005 0.0003
Deviation from zero? Significant Significant Significant Significant

Equation Y = 80.00∗X − 5073 Y = −144.4∗X + 9271 Y = −77.78∗X + 5017 Y = −211.1∗X + 13,538
Data

Number of X values 10 10 10 10
Maximum number of Y replicates 1 1 1 1

Total number of values 10 10 10 10
Number of missing values 0 0 0 0

Moreover, the plots shown in Figure 7 illustrate the behavior of the residual, ho-
moscedasticity, and quartile–quartile (QQ) of the results achieved by using the proposed
DTOSFS approach. In these plots, it can be seen that the residual values were minor, reflect-
ing the high accuracy of the proposed approach in efficiently recovering the watermark
image compared to the other methods. Similarly, the behavior of the homoscedasticity and
QQ was promising and showed the effectiveness of the proposed watermarking approach.
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Table 6. Analysis of the area under the curve (AUC) of the results achieved with the proposed
approach in comparison with the other approaches.

AUC DFT+SVD DWT+DCT DWT+DCT+SFS DWT+DCT+DTO

Baseline 0 0 0 0
Total Area 0.3678 0.4439 0.4905 0.5284

Total Peak Area 0.3678 0.4439 0.4905 0.5284
Number of Peaks 1 1 1 1

Peak 1
Peak X 63.88 63.87 63.87 63.87
Peak Y 37.18 45.11 49.44 53.89
First X 63.87 63.87 63.87 63.87
Last X 63.88 63.88 63.88 63.88

Area 0.3678 0.4439 0.4905 0.5284
%Area 100 100 100 100

Figure 7. The residual, homoscedasticity, and QQ plots of the results achieved by using the pro-
posed approach.

A residual plot of the comparitive results between the proposed method and the com-
peting approaches is depicted in Figure 8. In addition, the receiver operating characteristic
(ROC) is shown in Figure 9, and a histogram of the PSNR values is illustrated in Figure 10.
As shown in these figures, the proposed approach outperformed the other methods, which
confirmed the superiority of the proposed watermarking approach.

Figure 8. The residual plot of the competing approaches compared to the proposed DWT+
DCT+DTOSFS.
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Figure 9. The ROC curve of the results achieved with the proposed approach.

Figure 10. Histogram of the PSNR values achieved with the proposed approach.

To emphasize the promising performance of the proposed approach, Figure 11 depicts
the range of the PSNR values achieved with the proposed approach compared to those
of the other four watermarking methods. In this figure, it is obvious that the proposed
(DWT+DCT+DTOSFS) watermarking approach achieved the highest PSNR value, which
strongly emphasized the proposed approach’s promising performance in digital water-
marking.

Figure 11. The PSNR values achieved by the proposed approach in comparison with the other approaches.
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From the perspective of attacks on watermarked images, another experiment was
conducted to study the effects of various types of attacks on the performance of the
proposed approach when the Monkeypox was recovered. In this experiment, four types of
attacks were considered: Gaussian filtering, median filtering, Wiener filtering, and average
filtering. Table 7 presents the effect of each type of attack on the image recovered by the
proposed watermarking approach in terms of the NCC and structural similarity index
matrix (SSIM), along with their standard deviation (SD). As shown in the table, the quality
of the recovered Monkeypox image was slightly affected by these attacks, especially when
the Gaussian filtering attack was tested. In addition, the filter that significantly affected
the recovered image was the average filter, for which the NCC value was 0.886 and the
SSIM was 0.813. These results prove that the proposed watermarking approach was
robust against certain types of attacks, such as Gaussian and median filtering attacks.
Figure 12 shows the recovered Monkeypox image for each type of attack. On the other
hand, the recovery time of the Monkeypox image using the proposed approach and the
other four methods is listed in Table 8. In this table, it is shown that the proposed approach
was able to recover/extract the Monkeypox image from the cover image faster than the
other methods for the three cover images. These results clearly emphasize the superiority
of the proposed watermarking approach. More comparison results are shown in Table A1
in Appendix A.

Figure 12. The watermarking results achieved by the proposed approach when applied to the
Lena image.
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Table 7. Comparison of the NC and SSIM values under various attacks.

Attacks NC (SD) SSIM (SD)

Gaussian Filtering (5 × 5) 0.989 (0.002) 0.9816 (0.003)
Median Filtering (5 × 5) 0.949 (0.013) 0.916 (0.0342)
Wiener Filtering (5 × 5) 0.921 (0.032) 0.899 (0.0513)

Average Filtering (5 × 5) 0.886 (0.059) 0.813 (0.227)

Table 8. The recovery time of the Monkeypox image in seconds.

Time (s) Lena Image Cameraman Image Baboon Image

DFT+SVD 456.89 499.81 375.35
DWT+DCT 312.56 321.55 281.85

DWT+DCT+SFS 213.31 222.33 198.84
DWT+DCT+DTO 118.45 127.44 113.45

DWT+DCT+DTOSFS 78.33 87.32 68.81

6. Conclusions

In this paper, a new meta-heuristic optimization approach was proposed for the
improvement of the performance of watermarking methods. The proposed optimization
method was based on the DTO and SFS optimization algorithms, and DWT+DCT denotes
the adopted watermarking method. Due to the increasing demand for hiding private health
information, the proposed optimization algorithm was tested on the watermarking of a
medical image in a cover image. The proposed optimization algorithm was used to optimize
the watermark scaling factor. Because of the appropriate scaling factor provided by DTOSFS,
the proposed approach was both reliable and efficient. To gauge how well the proposed
approach worked, it was compared with four other watermarking approaches, and the
results were recorded and analyzed. A set of statistical tests were conducted to study
the proposed approach’s effectiveness, significance, and robustness. On the other hand,
the proposed approach was evaluated in terms of various attack types. The experimental
results confirmed the robustness and superiority of the proposed approach when compared
with other optimization algorithms and different watermarking approaches. The potential
future perspectives include improving the proposed optimization algorithm to boost the
NCC and SSIM values of the recovered images when embedded in a cover image by using
the proposed approach.
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Appendix A

In this appendix, we present additional results to highlight the effectiveness and
robustness of the proposed watermarking approach. The additional results were achieved
by running the proposed approach on more cover images. Table A1 presents the PSNR
values achieved with the proposed approach in comparison with methods that have recently
been published in the literature. Each method in the previously published methods was
proposed by using a different optimization algorithm. The results presented in this table
emphasize the superiority of the proposed approach, as the PSNR value achieved by the
proposed approach outperformed those of the other methods when tested on six other
cover images.

Table A1. Comparison of watermarking quality, measured using the PSNR.

Abdelhakim et al. [66] Abdelhakim et al. [67] Vipul [33] Proposed Approach

Bees ABC K-NN ACO LGBA DWT+DCT+DTOSFS

Elaine 52.443 52.645 52.719 57.861 57.978 66.858
House1 51.431 51.993 51.973 55.667 56.062 64.942

Pirate 51.477 52.523 52.683 57.165 57.271 66.151
Boat 51.434 52.163 52.109 55.898 56.278 65.158

House2 53.007 56.749 56.805 60.992 61.302 70.182
Zelda 52.815 54.762 54.827 59.131 59.378 68.258
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