
Citation: Naz, K.; Siddiqui, I.F.; Koo,

J.; Khan, M.A.; Qureshi, N.M.F.

Predictive Modeling of Employee

Churn Analysis for IoT-Enabled

Software Industry. Appl. Sci. 2022, 12,

10495. https://doi.org/10.3390/

app122010495

Academic Editors: Muhammad Arif,

Guojun Wang and Oana Geman

Received: 6 September 2022

Accepted: 11 October 2022

Published: 18 October 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Predictive Modeling of Employee Churn Analysis for
IoT-Enabled Software Industry
Komal Naz 1, Isma Farah Siddiqui 2 , Jahwan Koo 3,*, Mohammad Ali Khan 4

and Nawab Muhammad Faseeh Qureshi 5,*

1 Department of Information Technology, Government College University, Hyderabad 71000, Pakistan
2 Department of Software Engineering, Mehran University of Engineering and Technology,

Jamshoro 76020, Pakistan
3 College of Software, Sungkyunkwan University, Suwon 16419, Korea
4 DGIP, 785400, Pakistan
5 Department of Computer Education, Sungkyunkwan University, Seoul 03063, Korea
* Correspondence: jhkoo@skku.edu (J.K.); faseeh@skku.edu (N.M.F.Q.)

Abstract: Employee churn analytics is the process of assessing employee turnover rate and predicting
churners in a corporate company. Due to the rapid requirement of experts in the industries, an
employee may switch workplaces, and the company then has to look for a substitute with the training
to deal with the tasks. This has become a bottleneck and the corporate sector suffers with additional
cost overheads to restore the work routine in the organization. In order to solve this issue in a timely
manner, we identify several ML techniques that examine an employee’s record and assess factors
in generalized ways to assess whether the resource will remain to continue working or may leave
the workplace with the passage of time. However, sensor-based information processing is not much
explored in the corporate sector. This paper presents an IoT-enabled predictive strategy to evaluate
employee churn count and discusses the factors to decrease this issue in the organizations. For this,
we use filter-based methods to analyze features and perform classification to identify firm future
churners. The performance evaluation shows that the proposed technique efficiently identifies the
future churners with 98% accuracy in the IoT-enabled corporate sector organizations.

Keywords: employee churn analytics; machine learning; prediction analytics

1. Introduction

In software industries, the employee churn rate is approximately 12–15% [1]. This
percentile shows that the churn rate is prominent in IT industries and cannot be considered
good for the industry. When an employee leaves a recognized job, there will be a problem
for the organizations as they will have to discover a new valuable employee as a potential
replacement. Companies will face various problems when an employee leaves the job, such
as salaries, training costs of the new employee, and environment, etc. [1]. Employees are
valuable assets to an organization. When a software company wants to lower the churn
rate, it needs to analyze the churn factors and understand the reasons. Some organizations
provide researchers with facilities to examine the turnover pattern from their HR data [2].
The researchers present their conclusion that the sustainability of employees is a challenging
job for the companies, because nowadays, more worthy employees are tempted globally
by other organizations [3]. Software companies are growing fast, but on the same side,
various researchers have conducted online surveys to examine the churn rate, which comes
towards 20.78%, which is relatively high. Attrition means when an employee leaves the job
for personal reasons and immediately moves from one organization to another. There are
two types of employee turnover, the first type is involuntary, where employees retire or are
fired by the companies, and the second type is voluntary, where employees leave their job
due to their own personal matters [4].
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Most organizations are focused on voluntary turnover where an employee left the
job deliberately. It could be expensive for organizations for the reason that finding a new
worthy employee is time-consuming. Different features affect employee churn, such as
workload, working conditions, salary, job experience, and job satisfaction level [5]. In order
to maintain the churn rate in the organization, the company owners need to build trust
and emotional safety with each employee. They are more inclined to perform and behave
responsibly and to be eager to share their knowledge with coworkers if they have confidence
in their leaders and fellow employees. The importance of emotions must be recognized
by business leaders. Leaders need to have a certain level of emotional intelligence to
notice and comprehend their employees’ feelings in order to recognize this. Employees
in the company must have emotional intelligence, particularly when working together
on activities that call for it. The development of emotional intelligence helps to make
interpersonal relationships better [6]. The global COVID-19 pandemic [7], which has been
going on for two years, has had a significant impact on the current situation. The economics
of several nations are being affected globally by this pandemic. Even at the start of the
pandemic, the forecasts were unduly pessimistic; some even anticipated a worse economic
disaster than in 2009. Since the pandemic’s start, many people have lost their employment,
particularly in industrial areas. The world was governed by a coronavirus pandemic in
2020, making it a unique year for the EU economy. The study presented in this paper aims
to find the most important features that affect employee churn, and after the churn analysis,
we have built a prediction model that predicts the organizations’ churners. At the end of
this research, a risk model is also developed for further classification of those employees
who have not left. With all this, we achieved our goal of performing statistical analysis
by using four EDA techniques and then implementing five ML algorithms. Moreover, a
comparison is made between our predictive models with the recursive feature elimination
(RFE)-based model to present the effectiveness of this research.

The main contributions of the proposed approach include:

• A novel IoT-enabled technique to predict employee churn in the software industry.
• An effective risk model development to identify the potential risk of churners.
• A novel statistical analysis approach using EDA towards employee churner.

The rest of the paper is written in such a way that Section 2 discusses related work,
Section 3 elaborates on the detailed methodology of our proposed approach, Section 4
presents the results of the prediction model and Section 5 consists of the scientific evaluation
of the findings with other methods. Section 6 discusses the risk model for future churn,
followed by the conclusion in Section 7.

2. Related Work

Nowadays, in order to assess the employee performances in organizations, organi-
zations are considering reward schemes. This related work highlights the idea that if the
organization offered a smaller number of rewards schemes, it would be difficult to retain
employees. A study conducted an online survey for collecting the data from companies;
they applied regression and correlation statistical methods on survey data to obtain the
essential facts for the IT sectors [3]. They identify the essential features that contribute
to employee turnover using the SPSS tool. In order to analyze churn factors, they con-
ducted an online survey which is based on a questionnaire. Organizational commitment
is a hidden relationship between organizations and employees. To sustain the skilled
employees in a company, the most crucial role is that of managers. Their study has three
organizational commitments, and they applied mathematical methods for determining the
hidden relation between organizational commitment and intention of employee turnover.
This related study helps HR managers take proactive steps and create good employee
policies [4]. Another related study determines the essential factors as satisfaction level,
workload, and career opportunity. It also suggests that by providing a friendly atmosphere,
low burden of work, and increased career opportunities, there will be increased employee
retention and a decrease in the churn rate. They also recommend that salaries are not a
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practical tool to hold employees in organizations [5]. Some of the analytical approaches
applied in this area are presented below.

Data Mining Techniques for Predicting Employee Turnover

The research mentioned in [8] aims to avoid this negative impact; therefore, their study
builds the prediction model to predict future churners. For the comparison and evaluation
of algorithms, the research implements the three algorithms and compares them. Employee
churn is a severe problem in organizations. If the organization needs economic benefit,
then there is a need to minimize attrition. This related research recognizes employees’
related attributes that affect the churn rate. They take a dataset from the higher institutions
of Nigeria, and the dataset consists of 309 records of employees. They have applied two
methodologies; one is the decision tree, and the other is rule sets for creating the employee
churn model [9].

To identify the most impactful features that affect the employee churn, the researchers
in [10] have used the EDA technique, which is recursive feature elimination, and they
have used the HR dataset with 34 features that are openly available on the Kaggle website.
This feature selection technique recursively selects the features and evaluates the model
accuracy; therefore, this EDA technique takes time to select the most impactful features.
After using the EDA technique, their work implements the six classification algorithms
with best-selected features from the HR dataset and compares the algorithms’ results.
Their objective was to analyze the algorithm results with and without selected features.
Researchers in [11] have used a visual-based EDA technique that shows the statistics about
HR data taken from the Kaggle website to find an essential factor. They performed EDA
using python libraries and generated a correlation matrix and histogram, which is used
to show employee feature relations with output features. After analyzing the employee
features, they implemented five classification algorithms and compared the ML algorithms’
results for predicting future churners. In another related study [12], the authors only
developed an employee prediction model using five classification algorithms, which were
SVM, random decision forest, logistic regression, naïve Bayes, and decision tree.

Several types of research have been conducted to identify the most influential features
that affect employee churn [13]. Some of the statistical techniques used are not computa-
tionally efficient because these techniques are based on model accuracy [14]. In contrast,
some statistical techniques are visually based that show the graphical representations of
employee input features with output features, and that type of technique requires time
for performing analysis [15]. For this reason, it is necessary to apply those techniques that
will not rely on model accuracy and should not take a long time for factor analysis [16].
To achieve this, we have used a filter-based method that does not affect model accuracy
computationally, and through this, we can quickly analyze factors without taking a long
time. Our motivation is to select top-ranked features for the identification of the essential
churn features. It is observed broadly that the EDA-based machine learning model is
beneficial for the software industry.

3. Methodology

Figure 1, below, demonstrates the methodology adopted in this study. The individual
steps are discussed as follows:

1. We have used an employee churn analytics HR dataset that consists of both types of
employees, churn and non-churn.

2. Data selection and preprocessing are performed in the second step.
3. In the third step, we have used four filter-based methods.
4. We have selected the top N highest-ranking variables from these four methods.
5. After selecting the top features, this research applies five ML algorithms.
6. Next, we compared the performance parameters (accuracy, precision and recall) of

five ML algorithms and evaluated the classification results after splitting the dataset
into different ratios with N-ranked features.
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7. We chose the best algorithm with a filter-based method for building the risk model.
8. Finally, we created a risk model for non-churn employees in order to further classify

them into the different risk zones.
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3.1. Data Mining Techniques for Predicting Employee Turnover

This research has taken the HR dataset obtained from the Kaggle website [17], and this
dataset contains 14,999 records of employees. This HR dataset consists of ten features; some
features are categorical by nature, and some are numeric [18]. These HR dataset attributes
are categorized into three types: employment, job-related, and organizational factors as
mentioned in Table 1 [19]. There is one output attribute in the dataset: “0” and “1”, where 0
is a label for those employees who left the organization, and 1 is a label for those employees
who are currently doing their job in the organization.

Table 1. Churn analysis features categorization.

Factors Features Data Types

Organizational factors Department Categorical

Employment factors Promotion last 5 years Categorical

Employment factors Time spend company numeric

Employment factors Number of projects numeric

Employment factors Salary Categorical

Employment factors Average monthly hours numeric

Job related factors Job Satisfaction level numeric

Job related factors Workplace accident Categorical

Job related factors Performance evaluation numeric

factors Features Data types

3.2. Exploratory Data Analysis

In exploratory data analysis, most of the techniques are used to extract the most
important attributes or features from the given dataset [20]. In EDA, feature selection
techniques are widely applied to datasets to identify the most relevant attributes, and these
statistical techniques are also used to enhance the accuracy of models. If the dataset consists
of many irrelevant features, then the situation exponentially increases the ML algorithms’
training time and the risk of overfitting.
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3.3. Filter-Based Feature Selection Methods

When building multiple prediction models with various train data subsets, feature
selection methods can be used to identify the features that are and are not relevant for
building dependable and accurate models [10]. The evaluation metric for feature selection
in filter methods is feature ranking. Typically, the scores of various statistical tests for a
feature’s correlation with the class are used to rank it. Features that score below a predeter-
mined cutoff are eliminated, while those that score above are chosen. A subset of features
can then be supplied as input to the classifier algorithm of choice. Contrary to wrapper
and embedded feature selection techniques, filter techniques operate independently of the
classifier process [21]. This research applies the four filter-based methods: (i) fisher score,
(ii) chi-squared, (iii) Spearman correlation, and (iv) R coefficient correlation for conducting
the statistical analysis [22–25]. These methods have individual criteria to compute a score
for every attribute inside the dataset, and we obtained the attributes in order. This research
selects the top five highly ranked attributes and removed the lower-ranked features.

3.4. Split Data

In this research, we have implemented the five ML algorithms for predicting the future
churners in organizations [26]. In order to evaluate the results of these algorithms, we split
the dataset into four various testing and training parts.

• 60% train1 and 40% test1
• 70% train2 and 30% test2
• 80% train3 and 20% test3
• 90% train4 and 10% test4

3.5. Comparison of Classification Algorithms

In order to compare the results, this research compared the five classifiers that are
shown in Figure 2 [27,28]. After comparing the results of these machine learning models,
there is a need to measure the algorithms’ performance using statistical measures such as
accuracy, precision, and recall, which are widely used in classification algorithms [29,30].
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4. Results and Discussion
4.1. Comparison of Accuracy of Spearman Correlation, Chi-Squared, R Coefficient Correlation and
Fisher Score

In this section, we analyze the accuracy of classification models with different feature
selection methods. The bar charts shown below demonstrate the classified results, and
the sets of bars are divided into four different bars. Each bar represents a different feature
selection method, and every individual bar of the four different sections represents the
evaluation of the ML algorithms by manually dividing the data into training and testing
parts. In each set of four bars there are four different data set ratios: the first bar contains
the 60% training data and 40% testing dataset, the second bar represents the 70%/30%
dataset ratio, the third bar contains the 80%/20% dataset ratio and the fourth bar shows
the 90%/10% dataset ratio [31].

This research work observed two comparisons. The first comparison is among the
feature selection methods, which means identifying the method that provides better classi-
fication results, and the second comparison is made between all the ML algorithms applied
on highly ranked features. Accordingly, it can be observed in the graphs of Figures 3–7 that
in the Chi-squared method, we obtained the best results as compared to other methods.
Decision tree delivers the highest accuracy of 98%, and the decision forest provides the
second-highest accuracy of 97%, while support vector machine and logistic regression
algorithms demonstrate 77% accuracy.
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4.2. Comparisons of Precision of Spearman Correlation, Chi-Squared, R Coefficient Correlation and
Fisher Score

In this section, each figure represents the evolution (60%/40%, 70%/30%,80%/20%,
and 90%/10%) by containing four bars with each filter-based method (Chi-squared, spear-
man, fisher score and R coefficient relation). Therefore, all evaluation results are based on
precision parameters of ML algorithms. We analyzed the classification results of precision
measurement, and likewise, we have observed two observations from the dataset. It is
observed from the graphs in Figures 8–12 that the Chi-squared method provides the best
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classification results, and DT, DF, and NN demonstrate the highest precision results on the
HR dataset, and other ML algorithms have the lowest precision.
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4.3. Comparison of Recall of Spearman Correlation, Chi-Squared, R Coefficient Correlation and
Fisher Score

Similarly, each figure in this section represents four evaluation bars of results along
with four filter-based methods. In the recall section, we obtain similar observations ob-
served in the classification results’ accuracy and precision parameters. The graphs shown
in Figures 13–17 show high recall values when we applied the Chi-squared method, and
the lowest value of recall is observed when the R coefficient correlation method is applied.
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Figure 13. Recall using enhanced SVM.
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Table 2 shows the summarized view of the algorithm results. In this table, we men-
tioned four filter-based methods which show that this research selected only the top features
from the HR dataset and trained 60% and test 40% data. Then, we applied five ML al-
gorithms (SVM, DT, NN, LR, DF) based on the top features. The ML algorithm results
are divided into three sub-sections, which are accuracy, precision and recall. The accu-
racy section provides a detailed view of the algorithm accuracy results, and similarly, the
other two sub-sections’ results are divided into precision and recall results of machine
learning models. The yellow highlighted single row shows the highest results of all ML
algorithms when we select the Chi-squared method, and the orange highlighted columns
show the highest accuracy, precision and recall of decision tree when we compared the
algorithms’ results.

Table 2. Algorithm analysis of accuracy, precision and recall.

Algorithms’
Performance
Parameters

Accuracy Precision Recall

60 Train/40 Test SVM DT NN LR DF SVM DT NN LR DF SVM DT NN LR DF

Chi-squared 0.772 0.986 0.961 0.766 0.984 0.552 0.977 0.932 0.524 0.981 0.257 0.964 0.904 0.258 0.949

Spearman 0.77 0.974 0.939 0.764 0.974 0.534 0.971 0.927 0.525 0.977 0.253 0.942 0.905 0.257 0.94

Fisher score 0.77 0.974 0.95 0.764 0.943 0.54 0.974 0.95 0.516 0.947 0.253 0.942 0.899 0.257 0.939

R coefficient relation 0.761 0.976 0.95 0.748 0.975 1 0.954 0.902 0 0.956 0 0.947 0.886 0 0.939

After this detailed comparison and evaluation, we established an important finding
based on this work, that when we add the training data in every scenario for evaluation,
the situation does not improve the classification results, and displays the reverse trend
of results. If the pattern of results is reversed in machine learning, then there are several
reasons [14]. Our HR dataset consists of large numbers of records, therefore, there is the
possibility that these algorithms cannot hold corner cases, which leads to misclassification.
Hence, these data need to be represented in a well-classified manner.

Furthermore, the second possibility is overfitting, as we know that overfitting implies
that we tried to train our models with many data. In this research, we have applied five ML
models over-fitted because we increase the 10% training data in every case, which means
there is a much greater chance for the ML algorithm to learn from the noise and outlier
points. One solution to avoid overfitting is to use linear models, therefore, we have also
applied linear models, i.e., decision tree, decision forest, and neural networks.

5. Performance Evaluation of RFE and Chi-Squared Method

The RFE-based model is mentioned in the literature review, and this section compares
and discusses the classification results between the models. RFE is an EDA technique that
is used for feature selection. The RFE method’s objective is to select features reclusively;
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this technique was not computationally effective because the selecting of the features was
continued until we did not obtain good results. We compare the results of our prediction
model with the RFE-based prediction model shown in Figure 18. It can be observed
from graphs shown in Figures 19–21 that the Chi-squared-based algorithms provide more
improved results as compared to the RFE-based algorithms.
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6. Risk Model of Active/Current Employees

While performing statistical analysis of the employee churn dataset, it is inevitable to
identify the future churners. Thus, it is essential to build a risk model for those employees
who have not left the organization; nevertheless, the risk of churn is always there. To
develop the risk model in this situation, we select the Chi-squared method for most
influencing features that contribute to employee turnover and apply the decision tree for
future churners. After implementing the DT model, the last step is to classify the non-churn
employees into different risk zones using the R script module shown in Figure 22.

To build the risk model, first, we obtain the non-churn employees from the score
model because this model provides the two output values: one is classified value, and the
second is the probability of the predicted value. We then applied the SQL transformation
module to obtain the probability value of current or non-churn employees. The R script
module assigns the different risk labels, such as high, medium, and low, to the obtained
probability values.

In Table 3, the comparison results between the recursive feature elimination method
and the Chi-squared method are shown. Similarly, the given table is divided into three
sub-sections: accuracy, precision and recall, and in each section, the decision Chi-squared
method demonstrates better results.
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Table 3. Comparative analysis of active risk model.

Accuracy Precision Recall

60 Train/40 Test SVM DT NN LR DF SVM DT NN LR DF SVM DT NN LR DF

RFE 0.871 0.857 0.857 0.884 0.837 0.75 0.5 0.5 0.75 0.4 0.143 0.429 0.381 0.286 0.286

Chi-squared 0.771 0.987 0.975 0.765 0.987 0.55 0.98 0.971 0.524 0.986 0.273 0.972 0.925 0.271 0.961

It can be clearly observed from the graph in Figure 23 that a large number of employees
have the highest risk; on the other end, a small number of employees have a middle-level
risk, and an average number of employees have the lowest risk as per the available HR
dataset. The information used in this risk model will help the software organization and
human resource sections in designing retention strategies for non-churn employees.
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7. Conclusions

Organizations lose money, time, and effort as a result of employee churn. A trained
and experienced person is difficult and expensive to replace, thus this is a major problem.
In order to forecast future employee turnover and understand its causes, we examine
data on both past and present employees. The findings of this study show that data
mining techniques can be applied to create trustworthy and precise forecast models for
employee churn. Distinguishing churners from non-churners is only one aspect of the churn
prediction challenge. By applying exploratory data analysis and data mining techniques,
we can predict the probability of each employee leaving their job and assign them a score
to enable them to develop retention strategies. In this research, we determine that the
Chi-squared-based predictive model provides more reliable and accurate classification
results, which is evident from the obtained 98% accuracy of the decision tree algorithm.
The second-highest accuracy is achieved with decision forest, while NN demonstrates
97% accuracy, and the lowest accuracy is observed from the SVM and LR algorithms. The
DT provides maximum accuracy with the Chi-squared method and shows that the most
influential factors are satisfaction level, the number of projects, time spent on the company,
and last evaluation; these top five features cause employee turnover. After the analysis
of the classification results, the necessary comparison between the Chi-squared-based
model and the RFE-based model is made, and it is observed that the Chi-squared-based
model provides improved results. This employee churn prediction model supports the
organizations in how to retain valuable employees and to make better decisions. The
work’s limitations in this research include only using filter-based methods, which are
computationally efficient, but if we want more accurate results of our ML models we could
use embedded methods, which are costly for computation. For a future direction we plan
to build hybrid-based methods which are a combination of filter- and embedded-based
methods in order to build more accurate and comprehensive models for organizations to
utilize for the betterment of the employees and future prospects.

Author Contributions: The conceptualization and methodology is proposed by K.N. The validation
and formal analysis are covered by I.F.S. The draft preparation and formal analysis is managed by
J.K. The software evaluation management and manuscript editing is managed by M.A.K. The final
check of manuscript, editing and evaluation are supervised by N.M.F.Q. All authors have read and
agreed to the published version of the manuscript.
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