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Abstract: Food recipe sharing sites are becoming increasingly popular among people who want to
learn how to cook or plan their menu. Through online food recipes, individuals can select ingredients
that suit their lifestyle and health condition. Information from online food recipes is useful in
developing food-related systems such as recommendations and health care systems. However, the
information from online recipes is often unstructured. One way of extracting such information into a
well-structured format is the technique called named-entity recognition (NER), which is the process
of identifying keywords and phrases in the text and classifying them into a set of predetermined
categories, such as location, persons, time, and others. We present a food ingredient named-entity
recognition model called RNE (recurrent network-based ensemble methods) to extract the entities
from the online recipe. RNE is an ensemble-learning framework using recurrent network models such
as RNN, GRU, and LSTM. These models are trained independently on the same dataset and combined
to produce better predictions in extracting food entities such as ingredient names, products, units,
quantities, and states for each ingredient in a recipe. The experimental findings demonstrate that
the proposed model achieves predictions with an F1 score of 96.09% and outperforms all individual
models by 0.2% to 0.5% in percentage points. This result indicates that RNE can extract information
from food recipes better than a single model. In addition, this information extracted by RNE can be
used to support various information systems related to food.

Keywords: deep learning; ensemble method; food information extraction; named-entity recognition;
recurrent models

1. Introduction

In the not-so-distant past, personal collections of recipes were kept in binders, notes,
and magazine clippings. Nowadays, the internet and digitization are changing these prac-
tices. People are starting to post their favorite recipes on recipe sharing sites. These recipe
sharing sites introduce people worldwide to new dishes suitable for their lifestyle and well-
being. Thousands of recipes are available online for individuals who enjoy cooking at home
or planning their menus. In addition, this food-related information is useful for developing
health and health care-related systems, such as personalized recommendation systems for
individual diets [1,2], calculating nutrient levels in foods to prevent malnutrition [3], and
identifying alternative ingredients for individuals with food allergies [4,5].

However, the information from online recipes is often given in the format of unstruc-
tured text. One of the most basic tools to extract such information into a well-structured
format is the technique called named-entity recognition (NER). NER enables us to recognize
and extract essential pieces of information from text, such as names, locations, organiza-
tions, and so on [5,6]. NER can also help various enterprises and organizations discover
insights from massive unstructured datasets. Furthermore, it can be useful for analyzing
relations that exist between these entities. In the case of food and meal processing terms,
NER can help find some hidden relations between food entities and disease entities for
food allergies studies.
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Numerous studies have been conducted on NER applications in various fields [7,8].
Most of this research employs single classifiers such as CRF, HMM, LSTM, Bi-LSTM, BERT,
and their variations, and tried to combine them in an end-to-end manner like Bi-LSTM-
CRF. In doing so, they failed to benefit from the diversity of existing NER algorithms.
On the other hand, it is a well-known fact that algorithms with different strengths and
weaknesses can be coupled in various ways to build a model that surpasses the best
individual algorithm. This type of learning is referred to as the ensemble method. As
shown in Table 1, the majority of ensemble methods for NER employ voting techniques,
whereas only a few employ stacking and concatenation techniques. However, none of these
studies has yet incorporated it as a solution to the issue of extracting food-related entities.

Table 1. Comparative analysis of previous studies on NER using ensemble method.

Study Ensemble Scheme Classifiers Dataset Performance
Metrics

[9] Voting MLP, ABM1, J48 Reuters corpus Recall, Precision, Error rate,
MCC, F1 score

[10] Weighted Voting ME, CRF, SVM Bengali News corpus,
NERSSEAL, CoNLL-2003 F1 score

[11] Concatenation Neural Networks OKE2016, AIDA/CoNLL,
NexGenTV corpus Recall, Precision, F1 score

[12]
Arbitration Rules,

Stacked Generalization,
Cascade Generalization

Generalized Winnow, ME,
SVM, CRF GENIA, JNLPBA Recall, Precision, F1 score

[13] Voting

5 NER systems: Stanford NER,
NER-Tagger, Edinburgh
Geoparser, spaCy NER,

Polyglot

The Marry Hamilton
Papers, The Samuel Hartlib

Papers
Recall, Precision, F1 score

[14] Majority Voting

BERT, CNN, CamemBERT,
CamemBERT-bio, XL-Net,
RoBERTa, BioBERT, Bio +

ClinicalBERT, PubMedBERT,
BioMed RoBERTa

ChEMU 2020, DEFT 2020,
WNUT 2020 F1 score

[15] Majority Voting, Stacking SVM, CRF, ME i2b2 2010 corpus Recall, Precision, F1 score

[16] Majority Voting BERT-base-cased,
BERT-based-uncased, CNN ChEMU NER Task Recall, Precision, F1 score

[17] Plurality Voting,
Weighted Voting HMM, CRF, MEM, BiLSTM Private (Authors private

data) F1 score

Therefore, we propose the recurrent network-based ensemble (RNE) method, an
ensemble approach involving deep recurrent neural networks (RNNs) to extract food
entities from unstructured textual data. The concept behind utilizing RNNs for NER is
to make use of sequential information. NER is a classification problem at the token level.
Thus, the ability to understand sentence context from beginning to end is needed for
more accurate predictions. Recurrent neural networks (RNNs), along with their variants
such as gated recurrent unit (GRU) and long-short-term memory (LSTM), have shown
remarkable results in sequential data modelling [8,18]. For example, NER architectures that
integrated and employed RNNs as a feature extractor for word context or word characters
have shown to be powerful NER systems that require little domain-specific knowledge or
resources [18–20].

Furthermore, a bidirectional RNN has been proven to efficiently utilize future informa-
tion (via the backward state) as well as past information (via the forward state) for a certain
period of time [21]. On the other hand, ensemble learning is a method to leverage consen-
sus in prediction by combining relevant aspects of different models. Since the ensemble
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methods help reduce the variance of prediction errors, the final framework is expected to
be more robust than the individual models that comprise the ensemble [22]. Therefore, we
expect that an RNE that leverages the advantages of deep RNNs and ensemble learning
can provide a useful framework for NER in identifying food ingredient entities. We trained
three independent deep learning models (RNN, GRU, and LSTM) on the same dataset and
fused their prediction with the ensemble concatenation [11] approach for a final prediction.

Our main contributions in this paper are summarized as follows:

• Proposing a novel approach to extract food-related entities using an ensemble method
with recurrent networks models such as RNN, GRU, and LSTM. To the best of the
authors’ knowledge, this is the first work to explore a model that benefits from a deep
learning-based ensemble method applied to a food-related NER task.

• Preparing a carefully annotated dataset for food ingredient entities, namely the
FINER dataset.

• Achieving better results on the proposed NER task approach compared to single
models for food-related NER.

In this paper, we present a robust strategy for extracting food ingredient information
from recipe text. The rest of the chapter is organized as follows: Section 2 presents an
overview of the related works; Section 3 defines the proposed method by constructing
the food ingredient dataset, deep learning classifiers, and finally our proposed method
RNE; Section 4 analyzes and discusses the results of the proposed method; and Section 5
concludes the study.

2. Related Works

This section will briefly review the literature on developing NER for food information
extraction, including several studies using the recurrent networks model and ensemble
methods in tackling NER problems.

2.1. Food-Related NER

NER tools and frameworks employ a wide range of approaches that can be divided
into three categories: dictionary-based, rule-based, and machine learning-based [7]. There
are a few studies on the NER problem in the food domain. In the ruled-based approach,
there are FoodIE [23] and drNER [24]. In addition, several databases for food-related
NER have also been developed, such as RecipeDB [25] and FoodBase [26]. FoodBase raw
data were obtained from the Allrecipes website, while RecipeDB was from Allrecipes and
Food.com websites. Following the creation of the FoodBase corpus, the latest study in [5]
utilized this dataset for evaluating four different NER methods, namely FoodIE, NCBO
(SNOMED CT), NCBO (OntoFood), and NCBO (FoodON). Furthermore, to improve the
FoodBase corpus performance, BuTTER [27] and FoodNER [28] were proposed. BuTTER
employs bidirectional long short-term memory (BiLSTM) and conditional random fields
(CRFs), while the latter utilizes a bidirectional encoder representation from the transformers
(BERTs) model to extract food entities.

2.2. Recurrent Networks Model for NER

The emergence of deep learning for NLP has brought a new research paradigm. Several
studies on deep learning-related models and approaches have been used for various NLP
tasks [29]. One of them is recurrent neural networks. RNNs and their variants, such as
GRU and LSTM, have exhibited impressive results in modeling sequential data [8,18].
Particularly, bidirectional RNNs make efficient use of past information (through forward
states) as well as future information (via backward states) for a given period [30]. The
first study employing RNNs for NER tasks was conducted by [30] utilizing the LSTM–
CRF architecture. Following this, several additional studies also investigated RNNs for
sequence-labeling problems. The authors of [20,31–33] used LSTM, whereas the authors
of [34–37] used GRU in completing their NER tasks. In addition, the RNN-based model, the
authors of [38] employ RNNs for nested NER problems and the authors of [39] use RNNs
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for NER in Chinese electronic medical records. In the case of food information extraction,
MenuNER [1] and BuTTER [27] were developed using Bi-LSTM-CRF.

2.3. Ensemble Methods for NER

The objective of an ensemble learning algorithm is to build a classifier with a high
predictive performance by combining the predictions of multiple base classifiers. Different
approaches have been developed to efficiently combine base classifiers [40,41]. The most
common approaches include voting, bagging, boosting, blending, and stacking [22,42,43].
In the NER task, several research studies have been carried out using the ensemble method.
Table 1 provides a summary of these studies. Among the ensemble strategy, voting has been
a method of choice for most of the NER studies [9,10,13–17]. Voting is an ensemble method
that incorporates the performance of various classifiers, in which the class with the most
votes is selected from the base classifiers [41]. Some studies in Table 1 implement different
strategies such as stacking [15], concatenation [11], and other approaches [12]. However,
none of these studies have yet been utilized for extracting food-related entities. Thus,
in this study, we proposed a recurrent networks-based ensemble method for extracting
food-related entities, namely RNE. We will explain RNE in detail in the next section of the
proposed methods.

3. Proposed Methods

This section explains the steps and materials required to develop the proposed RNE
method as follows: (1) The construction of the dataset will be shown first to demonstrate
how we generate and produce our dataset using textual data collected from the Allrecipes
website. In the following step, we show how the data is preprocessed to be suitable input for
our model. (2) As a building block of our ensemble model, we introduce and explain three
variants of recurrent networks: RNN, GRU, and LSTM. (3) The recur-rent network-based
ensemble (RNE) method is presented to explain the use of ensemble learning methods
using multiple recurrent-based networks in identifying ingredient entities in a recipe text.

3.1. Dataset Construction

The dataset used in this study was obtained from the Allrecipes website [44]. It
contains 64,782 recipe data elements from all food categories. As shown in Figure 1, the
data consist of recipe names, ingredients, directions, and nutritional information. This
study uses the ingredient section information and extracts ingredient entities and their
attributes, such as ingredient name, product, unit, quantity, and state. In creating the
dataset, several NLP libraries, including SpaCy [45], NLTK [46], and Doccano annotation
tools [47], were used. The detailed data construction procedure shown in Figure 2 consists
of four steps, as follows:

(a) Data preparation. We start with raw texts obtained by scraping the Allrecipes website
and arranging it so that the format and structure of the data match the desired input.
Several pre-processing steps are taken, such as: tokenizing the text, converting it into
lowercase, removing all special characters, white spaces, stop words, punctuation,
and lemmatization. We also define additional rules as follows:

� Since our dataset is a list of ingredients, stop words and punctuations are not
always meaningless to the intention of the text but can potentially help inter-
pret entities. Thus, we have developed custom stop words and punctuation
lists. For example, the sentence “1 (2 ounces) package butter” means 1 package
of butter equals 2 ounces. Although the word “2 ounces” is in brackets, we
keep the parentheses because they carry clues for converting the amount of
ingredient into standard units.

� We standardized the measurements for units and quantities. For example,
in units, we convert all abbreviations into their original form, such as “tbsp”
becomes “tablespoon”; and in quantities, we convert all numbers from fractions
into a decimal, such as “1/2” becomes “0.5”.
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� In addition, to simplify the extraction process, we segment each phrase in the
ingredients section into individual phrases. Figure 1 illustrates the process of
extracting the ingredient entity from the text recipe. It can be observed that
the recipe text consists of multiple sections, such as recipe name, directions,
ingredients, and nutrition. In our experiment, only the ingredients section was
utilized. This section contains a list of ingredients required for a particular
recipe. Each list is then divided into ingredient phrases, as depicted in Figure 3.
Finally, the resulting dataset consists of 181,970 phrases in total after the pre-
processing step.
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Figure 1. Ingredient data extraction workflow from Allrecipes data.

(b) Manual data annotation. We start with a small set of 2000 instances that have been
manually labeled and divide it in half. One is for initial training, and the other for
evaluation. The initial training set is used to develop a baseline NER annotator and
the evaluation set is kept for the final evaluation of the complete dataset.

(c) Model training and automatic labeling. In this step, we create baseline models using the
initial training set from the previous stage. We develop a semi-supervised method
called SMPT (semi-supervised multi-model prediction technique) to annotate and
create our dataset. SMPT adopts the self-training concept that builds on pre-trained
models in the iterative data labeling process [48]. After a number of repetitions,
the resulting dataset is re-appended to the training set, which grows rapidly to the
desired size. Figure 4 depicts the architecture of the SMPT method. Initially, we
create a small dataset of manually labeled instances and then train a set of base
classifiers built on pretrained language models from spaCy, BERT, and DistilBERT.
Through the SMPT, we extract all entities in the ingredient section of the text and
then annotate them into five entities: ingredient, product, quantity, unit, and state.



Appl. Sci. 2022, 12, 10310 6 of 19

These are applied to unlabeled sets to obtain additional named entities using a voting
scheme for improved prediction. The resulting models are then employed to predict
the remaining unlabeled instances. Once we have generated new labeled data, some
of it is promoted into the existing labeled set. This procedure is repeated until we run
out of unlabeled data.

(d) Dataset evaluation. After several repetitions, we end up with the Food Ingredient NER
(FINER) dataset. We indirectly evaluate the dataset’s quality using a set of classifiers
such as CRF, Bi-LSTM, and BERT. We evaluate their performance on the evaluation
set that has been reserved.
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Figure 3. Segmentation of ingredient lists into individual phrases.

We call the resulting dataset from the above procedure Food Ingredient NER, or
FINER for short. This dataset consists of 1,397,960 words in total with 181,970 sentences;
the dataset’s detailed specification is shown in Table 2. Five different entity classes are
defined, each corresponding to an entity tag shown in Table 3. To chunk the entity word,
we employed the IOB2 format [6,49]. The IOB2 format is similar to the IOB format, except
for the addition of the B-tag at the beginning of each chunk (i.e., all chunks start with a
B-tag). Table 4 depicts a detailed explanation of the IOB format. In this format, a tag is
prefixed by either B, I, or O, indicating the position within the entity. [B-tag] indicates that
the tag is the beginning of a chunk, [I-tag] indicates that the tag is inside a chunk, and [O]
indicates that a token is not a chunk. The “tag” shall be replaced with a named entity label
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such as [ING] for ingredients in our data. The complete distribution of the dataset over tags
is further presented in Table 5.
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Table 2. The dataset specification details.

Total number of words 1,397,960
Total number of sentences 181,970
Total number of entities (without O tags) 1,177,660
Total number of tags (without O tags) 10

Table 3. Entity classes with corresponding acronyms and examples.

Class Description Example

INGREDIENT Name of the food or ingredient. Carrots, garlic, vegetable oil, etc.

PRODUCT Food or ingredient from specific
brand mention.

Tabasco-brand chipotle pepper
sauce, Archer farms dark
chocolate hot cocoa mix, etc.

QUANTITY Measurement unit. Gram, pound, tablespoon, etc.

STATE Processing state of the food or
ingredient.

Minced, chopped, cut into 2-inch
strips, etc.

UNIT Measurements of the food or
ingredient associated with the unit. 1 1/2, 25, 0.5, etc.
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Table 4. IOB tagging scheme.

Tag Definition

B (Begin) Prefix before a tag indicates that the tag is the beginning of a chunk.
I (Inside) Prefix before a tag indicates that the tag is inside a chunk.
O (Outside) Tag indicates that a token belongs to a non-chunk (outside).

Table 5. Distribution of the dataset for named entities.

Named-Entity Type Count Ratio (%)

B-INGREDIENT 210,082 15.03
B-PRODUCT 17,325 1.24
B-QUANTITY 209,867 15.01
B-STATE 135,315 9.68
B-UNIT 174,993 12.52
I-INGREDIENT 240,436 17.20
I-PRODUCT 55,212 3.95
I-QUANTITY 1919 0.14
I-STATE 130,158 9.31
I-UNIT 2353 0.17
O (outside or non-entity chunk) 220,300 15.76

Total 1,397,960 100

3.2. Recurrent Networks Classifiers

This study employs three recurrent deep learning models: RNN, LSTM, and GRU. We
present an ensemble learning model to solve a food ingredient NER problem by combining
all three models into an ensemble model to obtain an improved performance. Following is
a detailed explanation of each model.

3.2.1. Recurrent Neural Networks

A recurrent neural network (RNN) [50] is a type of artificial neural network that can
store information about preceding inputs in a sequence in its memory. Figure 5 depicts the
structure of basic RNNs. In RNNs, each word of the input sequence x1, x2, . . . , xn turns
into vector form ŷt by using the following equations:

ht = H(Wxhxt + Whhht−1 + bh) (1)

ŷt = Whyht + by (2)

where Wxh, Whh, and Why represent the weight matrices, ht is the vector of hidden states
that capture the information at the time slice t(t = 1, 2, . . . , T), b represent biases, and
H is the collection of activation functions for the hidden layer. The basic RNN with
unidirectional flow passes the data from left to right. Shared parameters are used for
each time step. In Figure 4, Wxh, Whh, and Why are the same for each time step. When
generating the prediction at time t, it uses not only the current input xt at time t but
also information from prior input at time t− 1 through the activation parameter H and
weights W, which passes from the previously hidden layer to the current hidden layer.
One problem with this RNN is that it can only make predictions based on the information
that comes before it. In that case, RNN uses information from earlier in the sequence to
make a prediction at a certain time, but not information from later in the sequence. To
train RNN, back-propagation through time (BPTT) is often used [51]. However, due to the
gradient-vanishing and exploding problem, it is not viable to train standard RNNs with
BPTT [52]. It is difficult to propagate errors from later time steps back to previous time
steps enough to adjust network settings correctly. Thus, in the subsequent development
of the RNNs, the gated recurrent unit (GRU) and the long short-term memory (LSTM)
network have also been employed to resolve this concern [53–55].
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3.2.2. Long Short-Term Memory

Long short-term memory (LSTM) is an enhanced RNN type with memory cells [55].
These memory cells are introduced for handling long-term temporal dependencies in the
data. It makes it possible to add or remove information from the current cell state. The input
gate (it), the forget gate (ft), and the output gate (ot) is computed to control this memory.
Thus, an important feature that appeared early in the input sequence can be propagated
over a long distance by LSTM units and capture potential long-distance dependencies.
Unlike RNN, LSTM has three logistic sigmoid gates and one tanh layer. The gates limit the
information that passes through the cell. They determine which information is needed by
the following cell and which can be rejected. The output value is typically in the range of
0 to 1, where 0 indicates “reject all” and 1 indicates “include all”. The architecture of the
LSTM unit is described in Figure 6, and the formulas to compute the time-step t for each
hidden state in the LSTM unit are explained in the following equations [56]:

it = σ(Wi .[ht−1, xt] + bi) (3)

ft = σ
(

W f .[ht−1, xt] + b f

)
(4)

ot = σ(Wo .[ht−1, xt] + bo) (5)

C̃t = tan h(Wc .[ht−1, xt] + bc) (6)

Ct = ft ∗ Ct−1 + it ∗ C̃t (7)

ht = ot ∗ tan h(Ct) (8)

Each LSTM cell takes three inputs: ht−1, Ct−1, and input xt, as well as produces two
outputs: ht and Ct. ht is the hidden state, Ct is the cell state or memory, and xt is the current
data point or input for a given time t. The first sigmoid layer (σ) contains two inputs,
namely ht−1 and xt, where ht−1 is the previous cell’s hidden state. It is referred to as the
forget gate (ft ) since its output controls the amount of the previous cell’s information to be
included. The output is a number in the range [0, 1] which is multiplied (point-wise) by the
previous cell state Ct−1. The second sigmoid layer is the input gate (it), which determines
what new information to add to the cell. The tanh layer then creates candidate vector C̃t.
These two layers evaluate the information to be stored in the cell state by the point-wise
multiplication of ( it ∗ C̃t ). The result is then added to the forget gate’s prior cell state
(ft ∗ Ct−1) to generate the current cell state Ct. Next, the output of the cell is computed
using a sigmoid and tanh layer. The sigmoid layer determines which cell state will be
output, while the tanh layer adjusts the output in the range of [−1, 1]. Finally, a point-wise
multiplication of these two layers produces the cell’s output ht.
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3.2.3. Gated-Recurrent Unit

Gated Recurrent Unit (GRU) was introduced by [54] to enable each recurrent unit
to adaptively capture dependencies at different time scales. It resembles LSTM but has a
simpler cell design. The GRU comprises gating units that influence the flow of information
inside the unit but without memory cells. GRU computes two gates known as update and
reset gates that regulate the flow of information through each hidden unit. Therefore, the
update and reset gates, which are depicted by colored boxes in the GRU cell in Figure 7,
can be calculated using the following equations [39,57]:

zt = σ(Wxzxt + Whzht−1 + bz) (9)

rt = σ(Wxrxt + Whrht−1 + br) (10)

h̃t = tanh(Wxhxt + Whh(rt � ht−1) + bh) (11)

h̃t = zt � ht−1 + (1 − zt) � h̃t (12)

where zt is the update gate, rt is the reset gate, W represents the weight vector,� represents
the element-wise multiplication, and σ is the sigmoid function. At each time t, it takes
input xt and hidden state ht−1 from the previous time t− 1. Next, it outputs a new hidden
state ht for the following time t. In order to find ht, two steps are needed in GRU. The first
is generating the candidate hidden state. It multiplies the input and hidden state from
the previous time t− 1 by the reset gate output rt. This information is then passed to the
tanh function, and the result is the candidate’s hidden state. In this equation, the reset gate
value controls how much the previous hidden state influences the candidate state. If rt = 1,
all information from ht−1 is considered. Otherwise, if rt = 0, the previous hidden state’s
information is ignored. Once we obtain the candidate state, it is used to generate ht, and
it is where the update gate is involved. In GRU, instead of using a separate gate like in
LSTM, it utilizes a single update gate to regulate both the historical information (ht−1) and
the new information from the candidate state. Furthermore, zt is critical in this equation. It
can determine how much past knowledge needs to be passed into the future. The zt value
ranges from 0 to 1.
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3.3. Recurrent Network-Based Ensemble Method (RNE)

The wisdom of the crowd posits that collective knowledge is better than knowledge
of the few [58]. Drawing upon this, the objective of the ensemble method is to improve
the prediction performance by combining the results of multiple models. An ensemble
approach uses a set of model predictions from the first-level classifiers as inputs for the
second-level learning model. The second-level model is trained to optimally combine the
first-level classifiers’ predictions to produce the final prediction. In this way, ensemble
learning can turn a set of weak classifiers into a statistically strong classifier [22]. In various
situations, the ensemble method has been shown to show more accurate predictions over
single models. When the models return different results, the potential for performance
improvement is more considerable when using an ensemble method [59].

In this paper, we designed a named-entity recognition model, namely the recurrent
network-based ensemble (RNE) method to extract ingredient entities and their attributes
from recipe text. RNE built based on an ensemble-learning framework consists of recurrent
network models such as RNN, GRU, and LSTM. These models are trained independently
on the same dataset and combined to produce better predictions in extracting food entities
such as ingredient names, products, units, quantities, and states for each ingredient in a
recipe. The overall architecture of this model is shown in Figure 8.

The input data to RNE is the named-entity dataset we created in Section 3.1, namely the
FINER dataset. This dataset contains 11 tags in the IOB2 tagging scheme shown in Table 4.
The dataset consists of 181,970 sentences and is divided into 80:20 percentage portions for
training and testing. In the first layer, we retrieved the contextual meaning of words using
pre-trained GloVe [60] word embeddings. In this layer, the pre-trained word embedding
is used to map each word (w1, w2, . . . wn) in the sentence X to a word vector. Next, in
the second layer, we train three base classifiers independently on the same dataset using
the Adam optimizer and cross-entropy loss function so that the loss function converges
to a better local minimum. In this study, we use three bidirectional deep learning models,
namely Bi-RNN, Bi-GRU, and Bi-LSTM, as the base classifiers. Each model produces an
output prediction represented as P1, P2, and P3. Next, in the combiner layer, we concatenate
the three different predictions and obtain the final prediction Y, as shown in Figure 9.
Specifically, we draw the final predicted label Y through Y = F ([P1 ◦ P2 ◦ P3]), with ◦
denoting the concatenation operator and F : R(D×3) → RK denoting a linear layer without
any non-linear activation function. Note that we indicate D as the output dimension from
each recurrent model and K as the number of classes that shall be predicted by the ensemble
model. In practice, we set D equal to K, and in this way we impose each recurrent model to
predict the named entities while aggregating each prediction through this ensemble layer
to obtain a more precise prediction. Figure 9 illustrates an output of NER sentence. All the
implementation details for the experiments we carried out in this study are described in
the experimental setup in the following subsection.
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4. Experiments

This section presents the settings and results related to our experiments, including the
experimental setup and the evaluation metric, and then discusses the results of the experi-
ments performed in this study to evaluate the effectiveness of our proposed RNE method.

4.1. Experimental Setup

All of the experiments are conducted with the Pytorch python package in an open-
source Anaconda GPU environment, with the 3.9 python version used in the experiment.
The algorithms above are trained with the same hyperparameter settings: the GloVe word
vector’s dimension is 300; the hidden layer dimension’s parameter is 16; the learning rate
is 3 × 10−4 L2 has a regularization value of 2 × 10−5; the optimizer is Adam; the epoch
parameter is 30; and the batch parameter is 256.

4.2. Evaluation Metrics

To assess our model performance, we use three different metrics [61]: precision, recall,
and F1 score. We count the true positives (TPt), false positives (FPt), and false negatives
(FNt). TPt describes the number of positive samples that are correctly predicted, FPt
describes the number of positive samples that are incorrectly predicted, and FNt describes
the number of negative samples that are incorrectly predicted. In addition, we convert
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the multiclass confusion matrix of each dataset into a binary confusion matrix using the
one-against-all method [62]. These evaluation metrics are calculated as follows.

Precision = ∑
t∈T

TPt

(TPt + FPt)
(13)

Recall = ∑
t∈T

TPt

(TPt + FNt)
(14)

F1 = ∑
t∈T

2× PrecisiontRecallt
(Precisiont + Recallt)

(15)

where:

� Precision is the ratio of true positives and total predicted positives;
� Recall is the ratio of true positives and total actual positives;
� F1 Score is the harmonic mean of precision and recall.

4.3. Results and Discussion

Evaluation metrics, such as precision, recall, and F1 score, are used to evaluate the
proposed model. Using the proposed recurrent network-based ensemble (RNE) method
model, these metrics are measured and compared with those of the individual classifiers
of RNN, GRU, and LSTM. Table 6 summarizes the performance of the models on both
unidirectional and bidirectional types. A one-way or unidirectional network only stores
forward information (past to future), while the bidirectional network takes the input flows
from both directions and utilizes information from both sides (past to future and vice versa).

Table 6. Comparative analysis of models between unidirectional and bidirectional recurrent networks.
The best performance is highlighted in bold.

Model
F1 Score (%)

Unidirectional Bidirectional

RNN 94.57 95.53
GRU 94.95 95.85
LSTM 94.98 95.70
RNE 95.17 96.09

From Table 6, we observe that the best performance came from RNE with a bidirec-
tional network type at 96.09%, outperforming all of the single models by 0.2–0.5% in F1
score. According to the results, we conclude that the bidirectional network type is prefer-
able to the unidirectional type. This architecture has many benefits for real-world problems,
particularly in NLP. Each component of the input sequence contains information from
the past and the present. Due to the combination of network layers from both directions,
the bidirectional type can generate more meaningful output. On the other hand, RNN
performed the worst among all models, which is expected given that GRU, LSTM, and RNE
have more complex architectures than RNN. We believe that these results demonstrate that
GRU and LSTM are superior to RNN due to the use of memory cells with a gate mechanism
for managing the information flow in sequential data [8].

Furthermore, in Figure 10, we observed and compared the computational cost of each
model. The figure shows us the average training time for four models on a computer
with an Intel(R) Core (TM) i9-10900KF processor running at 3.70 GHz, an NVidia GeForce
RTX 3090 graphics processing unit, and 32 GB of RAM. The Bi-LSTM model performed
exceptionally faster than the other models. On average, Bi-LSTM performed 3.2% faster
than Bi-RNN, the second fastest model, 7.3% faster than Bi-GRU, and 74.3% faster than
RNE. The RNE model is the most time-consuming model due to the expertise and time
required to train and maintain multiple models rather than a single model.
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Table 7 shows detailed performance values measured for each entity for the bidirec-
tional type of RNN, GRU, LSTM, and RNE models. Model performance ranges from 88%
for B-PRODUCT and 100% for I-UNIT. For inside-tag UNIT, most models achieve perfect
performance, and this is because I-UNITs are very rare (accounting for 0.17% of data in the
dataset), and most of them in the training dataset belong to the “fluid ounces” token, making
it relatively easy for the model to predict. The same is true for the performance of B-STATE,
which has almost 100% accuracy in all models because even though the number of entities
in the dataset is almost 9.7%, they have a small number of unique tokens, so it is easy to
predict. In contrast, the B-PRODUCT entity has the lowest performance not only because
it has a small distribution of annotations in the dataset (about 1.2%), but also due to the
difficulty of identifying the beginning tag of the PRODUCT. The PRODUCT entity tends to
be long, unique, and rare. It consists of more than one token, as shown in an example of
product entity extraction in Figure 1 above. Thus, it seems that the number of training data
examples for this entity is insufficient to learn an entity automatically.

The confusion matrix in Figure 11 shows that across all models, the majority of
the misclassifications in the confusion matrix were caused by incorrect predictions of B-
PRODUCT against all the entities, except for I-UNIT. On the contrary, I-UNIT has zero
misclassifications against all the models’ entities. Overall, based on the performance results
shown in Tables 6 and 7, as well as on the confusion matrix in Figure 11, it is suggested
that RNE can be the method of choice for NER. It can be seen that our proposed model
(RNE) improves the model’s performance in detecting ingredient entities by 0.2% to 0.5%
compared to the single models. However, the computational cost shown in Figure 10
suggests that given the model’s simplicity and computational time, a single model such as
Bi-LSTM could be the second-best option after ERN. Although Bi-GRU performs marginally
better, Bi-LSTMs are faster at training and computationally less expensive than ERN. In
addition, it is critical to emphasize that there is no assurance that the combination of
multiple classifiers will always outperform the ensemble’s best individual classifier except
for certain cases [63]. Consequently, combining classifiers may not necessarily outperform
the best classifier in the ensemble, but it does reduce the risk of making a particularly
poor selection.
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Table 7. The classification report for each NER model with their best performance highlighted in
bold. Note that P is precision, R is recall, and F1 is F1 score.

Class
Bi-RNN Bi-GRU Bi-LSTM RNE

P R F1 P R F1 P R F1 P R F1

B-INGREDIENT 0.948 0.971 0.960 0.954 0.974 0.964 0.956 0.971 0.964 0.958 0.977 0.968
B-PRODUCT 0.887 0.935 0.910 0.890 0.943 0.916 0.885 0.941 0.912 0.891 0.946 0.917
B-QUALITY 0.977 0.964 0.970 0.967 0.976 0.972 0.971 0.971 0.971 0.975 0.976 0.975

B-STATE 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
B-UNIT 0.995 0.998 0.996 0.997 0.997 0.997 0.995 0.998 0.997 0.997 0.997 0.997

I-INGREDIENT 0.970 0.969 0.996 0.978 0.969 0.974 0.971 0.971 0.971 0.979 0.974 0.977
I-PRODUCT 0.937 0.968 0.952 0.951 0.965 0.958 0.947 0.961 0.954 0.952 0.970 0.961
I-QUALITY 0.911 0.960 0.935 0.936 0.959 0.947 0.928 0.961 0.945 0.937 0.967 0.951

I-STATE 0.943 0.951 0.947 0.922 0.958 0.940 0.906 0.961 0.933 0.937 0.968 0.953
I-UNIT 1.000 1.000 1.000 1.000 1.000 1.000 0.998 1.000 0.999 1.000 1.000 1.000Appl. Sci. 2022, 12, x FOR PEER REVIEW 16 of 20 
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5. Conclusions

In this paper, a recurrent network-based ensemble method (RNE) is proposed to
improve the performance of NER in extracting ingredient entities from recipe data. We
combined the predicted results of bidirectional RNN, GRU, and LSTM using the ensemble
concatenation approach for the final prediction. The evaluation results demonstrate that
the RNE improves all the single models’ performance by 0.2–0.5% of the F1 score. From
these results, it can be concluded that the performance of the ensemble model is better than
a single model. The increase in performance through the ensemble model occurs due to the
reduction in the variance component of the prediction error made by the contributing model.
Thus, it can be said that the ensemble method can improve the classifier’s performance and
reduce variance.

However, considering the model’s simplicity and computational time, a single model
like Bi-LSTM can be the second option after ERN. Although Bi-GRU performs slightly better,
Bi-LSTMs are faster at training and computationally less expensive than other models.
Moreover, there could be possible ways to improve these numbers and build a more robust
model that maintains a balance between computational cost and model’s performance by
incorporating other factors, such as exploring better architectures, expanding the size of the
dataset, and choosing a better hyperparameters setting. Finally, we hope that ingredient
entity extraction will be a potential area of future research in many food-related systems.
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NLP Natural Language Processing
RNE Recurrent Network-based Ensemble
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RNN Recurrent Neural Network
GRU Gated-Recurrent Unit
LSTM Long Short-Term Memory
Bi-LSTM Bidirectional Long Short-Term Memory
BERT Bidirectional Encoder Representations from Transformers
MLP Multilayer Perceptron
ABM1 AdaBoostM1
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HMM Hidden Markov Model
MEM Maximum Entropy Model
GloVe Global Vector
TP True Positive
FP False Positive
FN False Negative
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