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Abstract

:

Modern review websites, namely Yelp and Amazon, permit the users to post online reviews for numerous businesses, services and products. Currently, online reviewing is an imperative task in the manipulation of shopping decisions produced by customers. These reviews afford consumers experience and information regarding the superiority of the product. The prevalent method of strengthening online review evolution is the performance of Sentiment Classification, which is an attractive domain in industrial and academic research. The review helps various domains, and it is problematic to collect interpreted training data. In this paper, an effectual Review Rating Prediction and Sentiment Classification was developed. Here, a Gated Recurrent Unit (GRU) was employed for the Sentiment Classification process, whereas a Hierarchical Attention Network (HAN) was applied for Review Rating Prediction. The significant features, such as statistical, SentiWordNet and classification features, were extracted for the Sentiment Classification and Review Rating Prediction process. Moreover, the GRU was trained by the designed TD-Spider Taylor ChOA approach, and the HAN was trained by the designed Jaya-TDO approach. The experimental results show that the proposed Jaya-TDO technique attained a better performance of 0.9425, 0.9654 and 0.9538, and that TD-Spider Taylor ChOA achieved 0.9524, 0.9698 and 0.9588 in terms of the precision, recall and F-measure.






Keywords:


gated recurrent unit; hierarchical attention network; natural language processing; Review Rating Prediction; Sentiment Classification; Tasmanian Devil Optimization












1. Introduction


Natural Language Processing (NLP) is generally an expansion of linguistics and Artificial Intelligence (AI), which is dedicated to generating computer recognition of the words or statements in human languages. Moreover, NLP is exploited to simplify the work of users and to fulfil the desire for communicating with computers in their natural language. In addition, NLP provides those users who do not have sufficient time to study novel languages or obtain exactness in it, because every user may not be experienced in machine-specific languages. In general, NLP can be separated into two sections, such as natural language creation and natural language understanding, which separates the task into recognizing and formulating the task. The major intent of NLP is to accommodate algorithm specialities to one or more system. Furthermore, the metric of NLP is evaluated on the algorithmic system, which permits combining the language generation and language understanding, and is exploited in multilingual event identification [1]. The approaches employed from the NLP and sentiment analysis areas appear in user expressions and, in turn, assistant emotions with what the user has offered. In addition, cultural standards include various twists to the specific region. For instance, the below declaration can be understood differently. The social media stand affords both prospects and challenges in this region. It provides anonymity to the person writing on the Internet; thereby, the person can express their feeling openly on the positive side. Additionally, the data are collected for specific intervals, which can demonstrate a dynamic that guarantees consistency [2].



Usually, social media is emergent because of the exploitation of innovative services and trends provided by predominant social networking sites. A social media imminent role is specified as an expediter, which improves the analysis and learning of huge data [3]. Moreover, review data dispatched on hospitality and tourism websites, including Yelp, TripAdvisor and Expedia, have attained more academic attention from various practical and theoretical perceptions. Moreover, review data characterize the promising research domain, probably because of their minimal accessibility and cost [4]. Because of the wide range of industrial and academic applications, and also the exponential progression of Web2.0, sentiment analysis is now a hot research area in NLP and data mining. Thus, several techniques and tools proficient in representing the document polarity have been devised recently. In addition, polarity identification is a binary classification task, which is appropriate for various sentiment analysis applications [5,6]. Sentiment Classification [7,8] takes into account mining users’ observations and attitudes, such as negative and positive, from text descriptions formed through user awareness, and is a traditional research topic in the NLP area [9]. Hence, sentiment analysis is also termed as opinion mining, as well as point-of-view analysis, and has been extensively considered in social networks, e-commerce sites and other sections [10,11]. Usually, sentiment analysis is used for the automatic extraction and identification of emotions or sentiments carried by text documents in the practical study region in the text mining field. Sentiment analysis tasks are usually classified into sentence, document and aspect-level analysis with regard to the natural behaviors of text databases [12].



The document-level Sentiment Classification model needs more consideration with regard to structural and relational features at the lower level compared to aspect and sentence-level Sentiment Classification, even though the approach of Sentiment Classification at document-level provides details for sentiment evaluation at other granularities. In general, sentiment analysis is widely classified into binary and ternary Sentiment Classification. The major persistence of categorizing Twitter sentiment is to unavoidably identify sentiment discrepancy in tweets as positive or negative. Usually, Twitter Sentiment Classification observes machine learning schemes in order to formulate a classifier from tweets by means of polarity labels of physically annotated sentiments [3,13]. Commonly, there are three techniques tat are utilized for sentiment analysis, which are the lexicon-based model, such as unsupervised schemes [14], machine learning, such as the supervised method [15], and the hybrid technique, including both unsupervised and supervised schemes. Various approaches by means of deep learning, such as Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNNs), are more effectual in the text Sentiment Classification process. The integrated machine learning approaches with the deep learning model offered an improved Sentiment Classification performance. Moreover, the Sentiment Classification scheme, depending on the deep learning scheme, utilizes end-to-end patter and also executes classifier and text representation using a neural network [16].



Additionally, preceding approaches for sentiment analysis trained the shallow methods for attaining acceptable polarity classification outcomes. Moreover, these schemes are employed in conventional classification systems, including Support Vector Machines (SVM), Latent Dirichlet Allocation (LDA) and Naïve Bayes, on linguistic features, such as Part-of-Speech (POS) tags, n-grams and lexical features.



The major intention is to devise a Sentiment Classification and Review Rating Prediction technique. Here, review data were taken as the input and pre-processing was performed using a stop word removal and stemming process. Then, most significant features, including SentiWordNet-based statistical features, Term Frequency-Inverse Inverse Document Frequency (TF-IDF)-based features, the number of capitalized words, punctuation marks, numerical words, elongated words, emoticons, hashtags and the number of sentences were mined in the feature extraction stage to enhance classification. Afterwards, the extracted features were passed to the HAN and GRU for Review Rating Predictions and the classification process, respectively. Moreover, the HAN was trained by Jaya TDO algorithm, and the GRU was trained based on TD-Spider Taylor ChOA.



The major contributions of the paper are as follows:




	
Designed TD-Spider Taylor ChoA model for Sentiment Classification: The GRU architecture was applied for performing Sentiment Classification. Additionally, the GRU model was trained by a developed optimization algorithm, named TD-Spider Taylor ChoA, which is newly designed by the combination of ChoA, Taylor series, TDO and SMO algorithms.



	
Developed Jaya TDO-HAN approach for Review Rating Prediction: Here, the HAN model was applied for predicting review ratings from extracted features. Moreover, the HAN model was trained by the proposed Jaya-TDO algorithm. Accordingly, the designed Jaya-TDO was designed by integrating Jaya optimization and the TDO algorithm.








The remainder of the paper is organized as follows: Section 2 describes conventional Sentiment Classification and Review Rating Prediction methods. In Section 3 we briefly introduce the architecture of the proposed framework. The systems’ implementation and evaluation are described in Section 4, and results and discussions are summarized in Section 5. Finally, Section 6 concludes the overall work and future research studies.




2. Related Work


A literature survey of the existing Sentiment Classification and review rate prediction model is explicated in this section. Li L. et al. [17] devised an attention-based Bi-GRU neural network model for Sentiment Classification. Here, the word2vec model was applied for word vector description, and an attention method was exploited for sentiment analysis. The prediction accuracy was high in this method. However, it failed to include fine-grained machine learning schemes for detecting an unpredictable review. Liu, S. and Lee, I. [12] presented sequence encoding with a CNN model for the Sentiment Classification process. The dependency-graph-driven position encoding was improved with weighted sentiment features, and it was combined with feature representation. Moreover, conventional word embedding features were integrated with an encoded sentiment sequence for a revised DCNN for Sentiment Classification. The classification performance was highly enhanced, even though this model failed to embrace large and inclusive data for performing empirical experiments. Alamoudi, E.S. and Alghamdi, N.S. [18] modeled a word embedding and deep learning approach for Sentiment Classification. Here, three various kinds of predictive schemes, deep learning, machine learning and transfer learning, were applied. Yogesh Chandra and Antoreep Jana [7] designed sentiment analysis using machine learning and deep learning. Here, polarity-based sentiment analysis and deep learning models were used to classify the user’s tweets as having positive or negative sentiment. Deep learning models have been implied to classify the tweets. Fatma Jemai et al. [8] devised sentiment analysis using machine learning algorithms. Here, text mining techniques were created to generate and process the variables. In addition, they created a classifier to classify tweets into positive and negative sentiments to evaluate the performance of the model. This method achieved greater precision.



Furthermore, an unsupervised technique was exploited for aspect-level Sentiment Classification. Moreover, it permitted the ability of pre-trained language methods and removed more difficulties linked to supervised learning methods. The computational complexity was lower in this method, even though it failed to resolve mislabeled review issues. Chugh, A. et al. [3] presented a Spider Monkey Crow Optimization Algorithm (SMCA), along with a Deep Recurrent Neural Network (DeepRNN), for Sentiment Classification and information retrieval. Stemming and stop word removal were applied for eradicating undesirable data, and feature extraction was also carried out for the classification process. Fuzzy K-Nearest Neighbor (Fuzzy KNN) was utilized for retrieving data using a distance measure. Feng, S. et al. [19] devised InterSentiment through connecting the model user–product interaction and sentiment methods by means of deep learning. This method learns about high-level depictions by linking review sentiment and the user–product interaction, which was used for rate scoring. The error rate was highly reduced, although it failed to perform other recommendation tasks. Zheng, T. et al. [4] presented a deep learning model for Review Rating Prediction. Here, a biased rating was elucidated and the matching rules were also inclined. Moreover, data pre-processing was carried out and then feature extraction was carried out for review prediction. This approach obtained a better prediction performance, but the user had a limited amount of reviews. Ahmed, B.H. and Ghabayen, A.S. [20] designed a deep learning technique for Review Rating Prediction. This approach mainly comprised two segments, namely the Bi-GRU technique and a deep learning bidirectional gated recurrent unit. Here, the first section contains polarity prediction, and the second phase employed a review rating process from review data. The processing time was lower in this method, although it did not use other languages. Sadiq, S. et al. [21] introduced a deep learning approach for Review Rating Prediction. This approach mainly comprised a review rating and star rating. The polarity of the review was predicted based on sentiment analysis for generating a ground truth. Then, in the second stage, a star rating was predicted from a text setup of the review on the ground truth. The prediction performance was highly improved, even though the effectual datasets were not considered in this method for obtaining a better performance.



The challenges experienced by the existing Sentiment Classification and Review Rating Prediction model are specified as follows:




	
It is essential to detect and understand the user’s feelings in a sensitive complex environment for efficient Sentiment Classification. Moreover, it is not effective to implement semantic classification approaches in the event directly because of the restrictions, such as the standard emotion thesaurus.



	
An attention-based Bi-GRU neural network technique was designed in [12] for Sentiment Classification. However, it failed to utilize a publicity balanced database for the training process, and also did not include a combination of clustering and over sampling methods to generate samples as more balanced.



	
The sequence encoding with the CNN model was designed in [12] for Sentiment Classification, although it did not consider fine-tuned granularity with multi aspects and the attention model to generate adjusted sentiment sequence encoding.



	
Word embedding and deep learning were introduced in [18] for classifying the sentiment, even though it failed to perform word embeddings training on informal dialects to improve the performance.



	
In [3], an SMCA-driven DeepRNN was developed for Sentiment Classification and Review Rating Prediction, but, still, the advanced features, including feature weighting and n-grams, were not considered in this approach for improving the system performance.








The main objective of this research is to design an approach for performing Sentiment Classification and review rating prediction




3. Proposed Method


The block diagram of the proposed Sentiment Classification and Review Rating Prediction using an optimized deep learning model is displayed in Figure 1.



Originally, a review from Facebook was taken as an input and pre-processed based on stop word removal and stemming to remove redundant data. Meanwhile, the significant features were extracted from pre-processed image for effectual classification. Here, the most imperative features, including sentiwordnet features, statistical features, such as standard deviation, mean, variance and classification, and specific features, such as the amount of capitalized words, numerical words, punctuation marks, emoticons, elongated words, Term Frequency-Inverse Document Frequency (TF-IDF) [22], quantity of words in a review, hashtags, number of sentences in a review, average word length and question marks, were extracted from pre-processed data. After that, Sentiment Classification was carried out using a Gated Recurrent Unit (GRU) [23], which was trained based on the proposed Tasmanian Devil Spider Taylor-based Chimp Optimization Algorithm (TD-Spider Taylor ChOA). However, TD-Spider Taylor ChOA was newly developed by assimilating the Tasmanian Devil Optimization (TDO) approach with the Spider-Taylor-based Chimp Optimization Algorithm (Spider Taylor-ChOA). In conclusion, Review Rating Prediction was carried out by Hierarchical Attention Network (HAN) [24], along with the extracted features as input, and it was trained based on proposed Jaya Tasmanian Devil Optimization (Jaya-TDO) algorithm. Here, Jaya-TDO approach was newly formulated by incorporating Jaya algorithm and TDO approach.



3.1. Acquisition of Input Data


Let us consider the review data from a dataset M with v samples, which are illustrated as


  M =   M 1  ,  M 2  , … ,  M t  , … ,  M b    



(1)




where   M t   denotes tth data from a dataset, and b designates the total amount of data.




3.2. Pre-Processing Using Stop Word Removal and Stemming Method


The input review data   M t   were pre-processed based on stop word removal and stemming, which eliminates the redundant data, thereby increasing image qualit.



(i) Stop word removal: The words, such as articles, pronouns and prepositions, present in a sentence are termed as stop words. In addition, they must be separated before further processing; here, noises that exist in the input data were eliminated by non-information performance words. The separation of stop words helps us to enhance the process and evades more storage space.



(ii) Stemming: This model removed the prefixes and suffixes from input, which reduced the inflected words to their stem. This model was applied to eliminate feature quality in feature space, which improves the clustering performance when the different structures of features are stemmed into a single feature. Moreover, non-meaningful words from language roots were exterminated in the stemming procedure.



The output of pre-processed data was specified as   H t   and passed to the feature extraction segment.




3.3. Feature Extraction


The most imperative features were extracted from the pre-processed data   H t  , wherein statistical, sent word net and classification-specific features were extracted for further Review Rating Prediction and sentiment classification.



(i) SentiWordNet features: It helps to cluster the words into various groups of synonyms specified as Synsets. Every Synset is connected with a polarity score, such as positive and negative. The score acclimatizes the rate in 0 and 1, as well as its summation, providing the rate of 1 for all Synset. It is more dependable to decide whether the evaluation is positive or negative by considering the considered score. Moreover, words included in this feature are specified using parts of speech obtained from WordNet, thereby utilizing a program to designate score to every word. The weight tuning of the positive and negative scores is illustrated by


    v j   ( n )  ,  v j   ( o )   = h   y j    



(2)




where    v j   ( n )    denotes positive score,    v j   ( o )    refers to negative score and h symbolizes SentiWordNet. The extracted SentiWordNet feature is denoted as   G 1  .



Statistical features: The statistical features, including variance, mean and standard deviation, were extracted from the pre-processed output.



(a) Mean: It was evaluated by means of SentiWordNet: average for all words from the pre-processed review data, and given by


  ζ =  1   A   g k     ×  ∑  n = 1   A   g k     A   g k    



(3)




where n implies total words,   A   g k     denotes SentiWordNet score of every review and   A   g k     is total scores created from a word and means that the feature is denoted as   s 1  .



(b) Variance: this feature was computed depending on the mean value, which is illustrated by


  δ =    ∑  n = 1   A   g k       g k  − ζ    A   g k      



(4)




where  ζ  refers to the mean value and   s 2   is specified as the variance.



(c) Standard deviation: this feature was assessed based on the square root of the variance, which indicates the statistic, which gauges a database distribution from the mean rate. The mean difference from every data point was utilized for identifying the standard deviation, and is the same as the square root of variance. The standard deviation is calculated by


  λ =    1 Z   ∑  x = 1  Z    f y  − δ     



(5)




where Z implies the number of attributes and records in a review data,   f y   are terms in a given data,  δ  denotes mean rate and the standard deviation is referred to as   s 3  .



The statistical feature is a combination of standard deviation, variance and means feature, which is deliberated as


   G 2  =   s 1  ,  s 2  ,  s 3    



(6)







Classification-Specific Features: The classification-specific feature comprises punctuation marks, elongated words, hashtags, emoticons, number of sentences in a review, number of words in a review, average word length, question marks, capitalized words, numerical words and TF-IDF, and these are explained below.



(a) Numerical words: They are defined as the total amount of numerical digits and text characters exploited for representing numerals, which is denoted as   c 1  .



(b) Punctuation marks: They are represented as an exclamation mark, dot or apostrophe included in review data, and are denoted as   c 2  .


   c 2  =  ∑  f = 1  v   V l f   



(7)




where   V l f   is the total number of punctuations included in the fth review.



(c) Elongated words: They are referred to as elongated words, and are a character repeated more than two times in a review data. They are computed by


   c 3  =  ∑  f = 1  v   μ l f   



(8)




where   μ l f   denotes total number of elongated words existing in fth review.



(d) Hashtags: They are specified as a consideration of letters, emoticons or numbers termed by the # symbol, and are used for categorizing the contents and generating them as more explorable, and the hashtag feature is specified as   c 4  .



(e) Emoticons: They are represented as the short sequence of keyboard letters and symbols, which is denoted as   c 5  .



(f) Number of sentences in a review: A sentence is referred to as set of words that makes a statement, expresses a comment and requests questions, wherein total count of sentences is denoted as   c 6  .



(g) Number of words in a review: It is referred to as the number of words in a sentence, and is represented as   c 7  .



(h) Average word length: It is represented as whole length of text existing in a review document, which is expressed as   c 8  .



(i) Question mark: This feature means that the sentence is very likely to be a question, although 25% of questions are short of question mark. Moreover, amount of question marks in a review sentence is extracted, which is specified by   c 9  .



(j) TF-IDF: It is a statistical model used to evaluate the important words in a document, where term frequency refers to number of times in which term appears and inverse frequency document frequency specifies the number of documents containing term [22]. It is defined by


   c 10  = E    log  1 +  ς 1     log   ς 2       



(9)




where E refers to the amount of review data,   ς 1   is term frequency,   ς 2   represents inverse document frequency and TF-IDF feature is   c 10  .



Here, the classification of specific feature is denoted as   G 3  , which is the combination of above all features in Section 3.3 and is represented as


   G 3  =   c 1  ,  c 2  , … ,  c 10    



(10)







All of the above extracted features were combined to generate a feature vector, which is expressed by


   G t  =   G 1  ,  G 2  ,  G 3    



(11)




where   G 1   denotes sentiWord net feature,   G 2   represents statistical features and   G 3   indicates classification-specific features.




3.4. Sentiment Classification


From the above extracted features, Sentiment Classification was carried out using GRU, and was trained by designed TD-Spider Taylor ChOA in order to improve the classification performance.



3.4.1. Structure of GRU


Usually, GRU [23] is a gating model in Recurrent Neural Network (RNN) and is better than Long Short-Term Memory (LSTM) and Conventional Neural Network (CNN). Moreover, it is not affected by vanish gradent issue. GRU is similar to LSTM, along with forget gate, although it has fewer parameters than LSTM because there is absence of output gate. Additionally, reset gate and update gate are utilized in GRU. In general, GRU utilizes internal memory capacity for accumulating and filtering the information based on their reset and update gates. GRU still has the disadvantages of slow convergence and low learning efficiency.


   w e  = χ   J w  ·   q  e − 1   ,  p e     



(12)






   d e  = χ   J w  ·   q  e − 1   ,  p e     



(13)






    q ˜  e  = tanh  J ·   d e  ∗  q  e − 1   ,  p e     



(14)






   q e  =  1 −  w e   ·  q  e − 1   +  w e  ,   q ˜  e   



(15)




where   p e   indicates input vector,   q e   represents output vector,   d e   refers to reset gate vector,  χ  and tanh are activation functions and   w e   implies update vector. The output of Sentiment Classification from GRU is denoted as   V t  . The structure of GRU is shown in Figure 2.




3.4.2. Training of GRU Based on Developed TD-Spider Taylor ChOA


The training process of GRU was performed using developed TD-Spider Taylor ChoA, which was newly introduced by incorporating TDO approach, SMO model, Taylor series and ChoA. Here, ChoA [25], SMO algorithm [26] and Taylor series [27] were incorporated with TDO algorithm to improve the performance in real world applications. Thus, the combination of the above-mentioned algorithms achieved better performance with regard to convergence speed, and effectively solved unconstrained and constrained issues. The algorithmic process of TD-Spider Taylor ChoA is illustrated as follows.



(a) Initialization: Originally, SMO generates the randomly dispersed population of spider monkey and is expressed by


  S  ( c )  =  S min  +  S max  + E  ( 0 , 1 )  ×   S max  −  S min    



(16)




where   S  min    and   S  max    refer to minimum and maximum bounds and E(0,1) implies distributed random integer.



(b) Error Computation: Then, the fitness measure is calculated by Mean Square Error (MSE), in which, the fitness with minimal error is considered as best solution. The fitness measure is estimated by


   ρ e  =  1 m   ∑  h = 1  m     V t *  −  V t   2   



(17)




where   V t *   implies target output, m represents overall samples and   V t   denotes classified output from GRU.



(c) Local Leader Phase: All spider monkeys vary their existing position depending on the details of local group member and local leader experience, which are expressed as


  S  ( c + 1 )  = S  ( c )  + E  ( 0 , 1 )  ∗   S a   ( c )  − S  ( c )   + E  ( − 1 , 1 )  ∗   S r   ( c )  − S  ( c )    



(18)




where   S ( c )   is current location of spider monkey,   E ( 0 , 1 )   implies uniformly allocated random integer that ranges from 0 and 1,   E ( − 1 , 1 )   is consistently distributed random number among   − 1   and 1 and    S r   ( c )    refers to randomly selected spider monkey location.



(d) Global Leader Phase: Every updated location of spider monkey exploits practice of local group and global leader members in global leader section, which is illustrated as


  S  ( c + 1 )  = S  ( c )  + E  ( 0 , 1 )  ∗   S x   ( c )  − S  ( c )   + E  ( − 1 , 1 )  ∗   S r   ( c )  − S  ( c )    



(19)




where    S x   ( c )    denotes location of global leader. Moreover, the updated expression of Spider Taylor-ChoA is specified as


  S  ( c + 1 )  =          5  S  p r e j    ( c )   [ 1 − f s ]  + f   ( 4 , S  ( c − 1 )  − S  ( c − 2 )  )    5 − 2 f · 1   + S  ( c )     1 − E ( 0 , 1 ) − E ( − 1 , 1 )   2 − E ( 0 , 1 ) − E ( − 1 , 1 )         +   E  ( 0 , 1 )   S x   ( c )  + E  ( − 1 , 1 )   S r   ( c )    2 − E ( 0 , 1 ) − E ( − 1 , 1 )         



(20)







In order to solve the engineering problems, exploration phase of TDO algorithm was combined with Spider Taylor-ChoA. Here, condition 1 from exploration stage of TDO model was considered and is expressed as


  S ( c + 1 ) = S ( c ) + v · ( P − F · S ( c ) )  



(21)






  S ( c + 1 ) = S ( c ) + v · P − v · F · S ( c )  



(22)






  S ( c + 1 ) = S ( c ) ( 1 − v · F ) + v · P  



(23)






  S  ( c )  =   S ( c + 1 ) − v · P   ( 1 − v · F )    



(24)







Substituting Equation (24) in (20), we obtain


  S  ( c + 1 )  =         5  S  p r e j    ( c )   [ 1 − f s ]  + f l  ( 4 S  ( c − 1 )  − S  ( c − 2 )  )    5 − 2 f · l   +   S ( c + 1 ) − v · P   ( 1 − v · F )      1 − E ( 0 , 1 ) − E ( − 1 , 1 )   2 − E ( 0 , 1 ) − E ( − 1 , 1 )         +   E  ( 0 , 1 )   S x   ( c )  + E  ( − 1 , 1 )   S r   ( c )    2 − E ( 0 , 1 ) − E ( − 1 , 1 )         



(25)






  S  ( c + 1 )  −   S ( c + 1 )   ( 1 − v · F )      1 − E ( 0 , 1 ) − E ( − 1 , 1 )   2 − E ( 0 , 1 ) − E ( − 1 , 1 )    =         5  S  p r e y    ( c )   [ 1 − f · s ]  + f   ( 4 S  ( c − 1 )  − S  ( c − 2 )  )    5 − 2 f · l   −   v · P   ( 1 − v · F )        ]  



(26)






          S ( c + 1 ) ( 1 − v · F ) ( 2 − E ( 0 , 1 ) − E ( − 1 , 1 ) ) − S ( c + 1 ) ( 1 − E ( 0 , 1 ) − E ( − 1 , 1 ) )   ( 1 − v · F ) · ( 2 − E ( 0 , 1 ) − E ( − 1 , 1 ) )   =                5 .  S  p r e y    ( c )   [ 1 − f · s ]  + f l  ( 4 S  ( c − 1 )  − S  ( c − 2 )  )    5 − 2 f · l   −   v · P   ( 1 − v · F )           1 − E ( 0 , 1 ) − E ( − 1 , 1 )   2 − E ( 0 , 1 ) − E ( − 1 , 1 )   +   E  ( 0 , 1 )   S x   ( c )  + E  ( − 1 , 1 )   S r   ( c )    2 − E ( 0 , 1 ) − E ( − 1 , 1 )           



(27)






     S  ( c + 1 )     ( 1 − v · F ) ( 2 − E ( 0 , 1 ) − E ( − 1 , 1 ) ) − 1 + E ( 0 , 1 ) + E ( − 1 , 1 )   ( 1 − v · F ) · ( 2 − E ( 0 , 1 ) − E ( − 1 , 1 ) )    =            S  p v y    ( c )   [ 1 − f . s ]  + f   ( 4 S  ( c − 1 )  − S  ( c − 2 )  )    5 − 2 f · l   −   v · P   ( 1 − v · F )            1 − E ( 0 , 1 ) − E ( − 1 , 1 )   2 − E ( 0 , 1 ) − E ( − 1 , 1 )   +   E  ( 0 , 1 )   S x   ( c )  + E  ( − 1 , 1 )   S r   ( c )    2 − E ( 0 , 1 ) − E ( − 1 , 1 )       



(28)






  S  ( c + 1 )  =   ( 1 − 1 + E ( 0 , 1 ) + E ( − 1 , 1 ) )   ( 1 − v · F ) · ( 2 − E ( 0 , 1 ) − E ( − 1 , 1 ) )           5  S  p c y    ( c )   [ 1 − f . s ]  + f   ( 4 S  ( c − 1 )  − S  ( c − 2 )  )    5 − 2 f · l   −   v · P   ( 1 − v · F )           1 − E ( 0 , 1 ) − E ( − 1 , 1 )   2 − E ( 0 , 1 ) − E ( − 1 , 1 )   +   E  ( 0 , 1 )   S x   ( c )  + E  ( − 1 , 1 )   S r   ( c )    2 − E ( 0 , 1 ) − E ( − 1 , 1 )         



(29)




where s refers to coefficient vector, location of chimp at iteration   c − 1   is depicted as   S ( c − 1 )  , position of chimp at iteration   c − 2   is signified as   S ( c − 2 )  ,   S  p r e y    implies position of vector prey and l represents chaotic value.



(e) Global leader learning segment: Here, global leader location was updated through exploiting greedy selection model in population. Moreover, the spider monkey location with lower error rate was selected as updated global leader location.



(f) Local leader learning segment: In this section, location of local leader was updated through applying greedy selection in specific set, wherein the spider monkey with lowest error rate was chosen as updated location of local leader.



(g) Local leader decision section: If the location of any local leader is not updated to a particular threshold, then every member of specific set updates their location either by random initialization or through the utilization of integrated information from local and global leader, which is expressed by


  S  ( c + 1 )  = S  ( c )  + E  ( 0 , 1 )  ∗   S x   ( c )  − S  ( c )   + E  ( 0 , 1 )  ∗  S  ( c )  −  S i   ( c )    



(30)







(h) Global leader decision phase: Here, global leader location was considered and, if it is not updated to particular iterations, then the global leader separates the population into small sets.



(i) Error re-computation: The fitness measure was calculated for every solution in which the least value is taken as optimal solution for sentiment classification.



(j) Termination: The above steps were continually processed until the best solution was obtained. Algorithm 1 provide the pseudo code of proposed TD-Spider Taylor ChOA.






	Algorithm 1 Pseudo-code of proposed TD-Spider Taylor ChOA.



	
     Input: Population of spider monkey S



     Output: Optimum solution



Begin



Initialize the population randomly



Evaluate fitness rate based on expression (17)



Select the local and global leader using greedy selection method.



While (stopping norm is not fulfilled) do



Formulate new position with local leader using Equation (18)



Produce novel position with global leader through Equation (29)



Re-compute the fitness measure by using Equation (17)



Perform greedy selection scheme and choose the optimum one



Compute the probability of every member



Produce the new location of each group member



Update global and local position of leader



Redirect every member by Equation (30) when local group leader does not update position.



If global leader has not updated the location, then separate the group into small groups.



End while



Return the best solution



End












3.5. Review Rating Prediction


The extracted features were fed to HAN for executing Review Rating Prediction. In addition, HAN model was trained using developed Jaya-TDO technique to enhance the prediction performance.



3.5.1. Architecture of HAN


HAN [24] model comprises several elements, namely word attention, sentence attention layer, sentence encoder and word encoder. This network considers an extracted feature   D g   as input for Review Rating Prediction process.



(a) Word encoder: The input   D g   was embedded to vectors based on the embedding matrix F. In addition, bidirectional Gated Recurrent Unit (GRU) was applied to obtain word annotations through data summarizing from both the directions for signal. However, bidirectional GRU includes forward GRU, which reads features from first to last, whereas backward GRU reads features from last to first.


  A = F  D g  · ;  D g  ∈  [ 1 , … , Y ]   



(31)






   m →  =   G R U  →   ( A )  ,  D g  ∈  [ 1 , Y ]   



(32)






   m ¯  =   G R U  ←   ( A )  ,  D g  ∈  [ Y , 1 ]   



(33)







Here, annotation was attained for given data augmentation output   D g   by combining forward hidden state   m →   and backward hidden state   m ←   so that   m = [  m →  ,  m ←  ]  .



(b) Word attention: Every word does not uniformly contribute to sentence meaning representation. Conversely, attention component was devised to extracts words, which are important in a sentence. The representation of instructive features was combined to generate sentence vector.


   z p  = tanh  ( F · m + o )   



(34)






  ρ =   exp   z  p  J   z E      ∑ Q  exp   z  p  J   z E      



(35)






  E = ρ · m  



(36)







Originally, word annotation m was subjected to one-layer MLP to acquire   z p   as the hidden representation of m; after that, significance of word as the correspondence of   z p   was computed with word-level context vector   z E   and normalized weight  ρ  was attained based on softmax function. Afterward, the sentence vector E was estimated using a weighted sum of word annotation by considering weights. Consequently, the context vector   z E   was observed as the high-level representation of the instructive word. The word context vector was randomly initialized and learned mutually in the training process. The architectural model of the HAN classifier is depicted in Figure 3.



(c) Sentence encoder: The document vector was derived and the bidirectional GRU was employed for encoding the sentences with sentence vector.


    m f  →  =   G R U  →   ( E )   



(37)






    m f  ←  =   G R U  ←   ( E )   



(38)







The sentence annotation was attained by concatenating    m f  →   and    m f  ←  . Here,    m f   [  f m  =   m f  →  ,   m f  ←  ]    summarized nearby sentences about the sentences.



(d) Sentence attention: In sentence attention, a sentence-level context vector L is employed to identify sentence significance.


   z f  = tanh   F I   m f  +  o I    



(39)






   η f  =   exp   z f J  V     ∑ f  exp   z f J  V     



(40)






  Z =  ∑ f   η f  ·  m f   



(41)




where Z signifies document vector, which includes text information in a document. The final review rating predicted output of the HAN classifier is denoted as   R t  .




3.5.2. Training Process of HAN Using Developed Jaya-TDO Approach


The training procedure of HAN was completed by Jaya-TDO technique, which was newly developed by combining Jaya optimization [28] and TDO approach [29]. TDO model is bio-inspired metaheuristic model, and it is designed based on the characteristics of Tasmanian devil. This model efficiently resolves real word issues, even though it did not resolve optimization issues; thus, Jaya optimization was united with TDO. The algorithmic procedure of Jaya-TDO technique is defined below.



(a) Initialization: The initial population of Tasmanian devils is randomly produced depending on problem constraints. Here, population members of TDO recommended candidate rates for problem variables according to their search space location. Thus, every fellow of the population is a vector, along with amount of elements similar to the quantity of problem variables mathematically. The TDO members are expressed by the following matrix:


  D =       D 1      ⋮      D i      ⋮      D A       A × v   =       d  1 , 1     ⋯    d  1 , y     ⋯    d  1 , v       ⋮   ⋱   ⋮   ⋮   ⋮      d  j , 1     ⋯    d  j , y     ⋯    d  j , v       ⋮   ⋱   ⋮   ⋱   ⋮      d  A , 1     ⋯    d  A , y     ⋯    d  A , v        A × v    



(42)




where D represents the population of Tasmanian devils,   D i   implies ith candidate solution,   d  j , y    refers to candidate rate for yth variable, A indicates number of penetrating Tasmanian devils and v specifies quantity of variables for definite problems.



(b) Fitness computation: Afterwards, the fitness rate was calculated for every solution, in which, the fitness with lower value was specified as optimal solution and the fitness rate was evaluated by


   ρ h  =  1 m   ∑  h = 1  m     R t *  −  R t   2   



(43)




where   R t *   indicates target output, m denotes whole samples and   R t   signifies classified output from HAN.



(c) Exploration phase: The Tasmanian devil needs to feed on flesh rather than the hunting process. The behavior of the Tasmanian devil in the territory-scanning portion when identifying the meat is similar to the algorithm search process in solving space. Tasmanian devil identifies TDO exploration power, scanning different portions of search space to find real optimum portion. In search space, the position of other population members is considered as a carrion location for Tasmanian devil. Here, accidental selection of these situations was simulated by following equation in which uth population member is selected as target carrion for pth Tasmanian devil. Therefore, u must be selected randomly from 1 to T, whereas the reverse is p.


   B u  =  L p  ; u = 1 , 2 , … , T ; p ∈  { 1 , 2 , … , T ∣ p ≠ u }   



(44)




where   B u   indicates selected carrion through pth Tasmanian devil. The new position was estimated for Tasmanian devil in search space based on selected carrion. The Tasmanian devil shifts to carrion when objective function is improved; otherwise, it transfers away from carrion. Additionally, Tasmanian devil motion technique is expressed by


   d  s , y    new ,   R 1   =       d  s , y   + z ·   v  s , y   − C ·  d  s , y    ;  O  B u   <  O u         d  s , y   + z ·   d  s , y   −  v  s , y    ;  Otherwise        



(45)







The position is recognized if objective function rate is enhanced in new location; otherwise, preceding position is chosen, which is illustrated as


   L u  =       L u  n e w , R 1   ;  O u  n e w , R 1   <  O u         L u  ;  otherwise        



(46)







The 1st condition was taken from Equation (45) for updating process:


   d  s , y    ( c + 1 )  =  d  s , y    ( c )  + z ·   v  s , y   − C ·  d  s , y    ( c )    



(47)






   d  s , y    ( c + 1 )  =  d  s , y    ( c )  + z ·  v  s , y   − z · C ·  d  s , y    ( c )   



(48)






   d  s , y    ( c + 1 )  =  d  s , y    ( c )   ( 1 − z · C )  + z ·  v  s , y    



(49)







From Jaya optimization,


   d  s , y    ( c + 1 )  =  d  s , y    ( c )  +  z 1    d  s , b e s t    ( c )  −   d  s , y    ( c )    −  z 2    d  s ,  worst     ( c )  −   d  s , y    ( c )     



(50)







Let us assume that    d  s , y    ( c )    is positive; thus,


   d  s , y    ( c + 1 )  =  d  s , y    ( c )  +  z 1    d  s ,  best     ( c )  −  d  s , y    ( c )   −  z 2    d  s ,  worst     ( c )  −  d  s , y    ( c )    



(51)






   d  s , y    ( c + 1 )  =  d  s , y    ( c )  +  z 1   d  s , b e s t    ( c )  −  z 1   d  s , y    ( c )  −  z 2   d  s ,  worst     ( c )  +  z 2   d  s , y    ( c )   



(52)






   d  s , y    ( c + 1 )  =  d  s , y    ( c )   1 −  z 1  +  z 2   +  z 1   d  s ,  best     ( c )  −  z 2   d  s ,  worst     ( c )   



(53)






   d  s , y    ( c )  =    d  s , y    ( c + 1 )  −  z 1   d  s , b e s t    ( c )  +  z 2   d  s , w o r s t    ( c )    1 −  z 1  +  z 2     



(54)







Substituting Equation (54) into (49),


   d  s , y    ( c + 1 )  =     d  s , y    ( c + 1 )  −  z 1   d  s , b e s t    ( c )  +  z 2   d  s , w o r s t    ( c )    1 −  z 1  +  z 2      ( 1 − z · C )  + z ·  v  s , y    



(55)






   d  s , y    ( c + 1 )  −    d  s , y    ( c + 1 )    1 −  z 1  +  z 2     ( 1 − z · C )  =     z 2   d  s ,  worst     ( c )  −  z 1   d  s , b e s t    ( c )    1 −  z 1  +  z 2      ( 1 − z · C )  + z ·  v  s , y    



(56)






     d  s , y    ( c + 1 )   1 −  z 1  +  z 2   −  d  s , y    ( c + 1 )   ( 1 − z · C )    1 −  z 1  +  z 2    =     z 2   d  s ,  worst     ( c )  −  z 1   d  s , b e s t    ( c )    1 −  z 1  +  z 2      ( 1 − z · C )  + z ·  v  s , y    



(57)






     d  s , y    ( c + 1 )   1 −  z 1  +  z 2  − 1 + z · C    1 −  z 1  +  z 2    =     z 2   d  s ,  worst     ( c )  −  z 1   d  s , b e s t    ( c )    1 −  z 1  +  z 2      ( 1 − z · C )  + z ·  v  s , y    



(58)






   d  s , y    ( c + 1 )  =  1   z 2  −  z 1  + z · C     z 2   d  s ,  worst     ( c )  −  z 1   d  s ,  best     ( c )   ( 1 − z · C )   + z ·  v  s , y    1 −  z 1  +  z 2    



(59)




where    d  s , y    ( c + 1 )    is position of sth solution in yth dimension at iteration   c + 1  ,    d  s ,  worst     ( c )    refers to worst location of sth solution at iteration c,    d  s ,  best     ( c )    implies best location of sth solution at iteration c,   z 1   and   z 2   are random integers,   v  s , y    represents selected carrion by sth solution in yth dimension and C symbolizes random integer.



(d) Exploitation segment: Other feeding technique for Tasmanian devil is to hunt and eat prey, which has two stages in attacking. Initially, it selects and attacks the prey through the observation of specific area, and it hunts to break the prey and starts eating. Here, local search of search space is similar to prey regarding chasing of neighborhood in attack location. In general, Tasmanian devils have the capacity to exploit convergence for enhanced candidate solution. Furthermore, Tasmanian devils attack the prey in nearby antagonized area in order to simulate chasing.



(e) Re-estimation of the fitness value: The fitness rate was evaluated by Equation (43) for every iteration, and the least value was taken as optimal solution.



(f) Termination: Above process recurred continuously until best solution was accomplished.






4. Systems Implementation and Evaluation


In this section, we first present the datasets, then details about the experimental setup and baseline benchmarks and, finally, evaluation metrics are shown.



4.1. Description of Datasets


In order to evaluate our system, three datasets were used, namely IMDB, Yelp 2013 and Yelp 2014 [30] https://github.com/thunlp/NSC (accessed on 10 August 2022). Social media review datasets https://shorturl.at/ENRUW (accessed on 15 August 2022) were adapted for Sentiment Classification and review rating prediction.



In this dataset, a group of 25,000 high polar movie reviews was considered for testing and training, as well as assisting in predicting negative and positive attitudes. Moreover, this dataset comprises reviews of 38,063 restaurants and 201 hotels.




4.2. Experimental Setup


The method that we proposed was implemented in the Python programming language. Our networks were trained on NVIDIA GTX 1080 in a 64-bit computer with an Intel(R) Core(TM) i7-6700 CPU @3.4GHz, 16 GB RAM and Ubuntu 16.04 operating system.




4.3. Evaluation Metrics


The performance of the proposed method was analyzed by considering the evaluation measures, such as precision, recall and F-measure.



Precision: It is the proportion of true positives to overall positives, and the precision measure is expressed as


  δ =  A  A + B    



(60)




where  δ  specifies the precision, A denotes the true positives and B signifies the false positives.



Recall: Recall is a measure that defines the proportion of true positives to the summing up of false negatives and true positives, and the equation is given as


  ω =  A  A + E    



(61)




where the precision measure is signified as  ω , and E symbolizes the false negatives.



F-measure: It is a statistical measure of the accuracy of a test or an individual based on the recall and precision, and is given as


   F m  = 2 ∗    δ ∗ ω   δ + ω     



(62)




where   F m   denotes F-measure.




4.4. Baseline Methods


In order to evaluate the effectiveness of the proposed framework, our method was compared with several existing algorithms, such as:



Sentiment Classification: Hierarchical Self-Attentive Convolution Network (HSACN) [31], Multichannel Deep Convolutional Neural Network (MCNN) [32], Demand-aware Collaborative Bayesian Variational Network (DCBVN) [33], Spider Taylor-ChOA-based RMDL [34], Spider Monkey Crow Optimization Algorithm (SMCA) [3], W2v+ Attention+Bi-GRU [17] and the proposed TD-Spider TaylorChOA-GRU.



Review Rating Prediction: CNN [35], DNN [36], Bi-GRU [37], CNN+LSTM [38], Spider Taylor-ChOA-based HAN [34], and Proposed Jaya-TDO-HAN.





5. Results and Discussion


The performance results of our proposed model are presented in this section. The results were compared with the previously introduced methods, which were tested on the same datasets.



5.1. Sentiment Classification


5.1.1. Results Based on IMDB Dataset


Table 1 represents a comparative analysis of the Sentiment Classification model for several performance metrics through altering training data. The analysis of TD-Spider TaylorChOA-GRU for the precision, recall and F-measure is listed below. In 80% of training data, the precision of the developed TD-Spider TaylorChOA-GRU is 0.935. The recall of TD-Spider TaylorChOA-GRU is 0.941 for 80% of training data. In addition, considering 80% of training data, the F-measure of the developed model is 0.938.



Figure 4 represents the accuracy and loss for the Sentiment Classification model. Accuracy means the degree to which a measurement is accurate in relation to its true value. Here, when the iteration increases, the accuracy also increases. Similarly, the consequence of a poor prediction is loss. When we increase the iterations, the loss is decreased. Hence, the proposed method provides a better performance.




5.1.2. Results Based on Yelp 2013 Dataset


Table 2 represents a comparative analysis of the Sentiment Classification model for several performance metrics through altering training data. The analysis of TD-Spider TaylorChOA-GRU for the precision, recall and F-measure is listed below. In 80% of training data, the precision of the developed TD-Spider TaylorChOA-GRU is 0.914. The recall of TD-Spider TaylorChOA-GRU is 0.925 for 80% of training data and, considering 80% of training data, the F-measure of the developed model is 0.920.



Figure 5 represents the accuracy and loss for the Sentiment Classification model. Here, when the iteration increases, the accuracy also increases. When the iteration is 300, the accuracy is 0.970. Similarly, when we increase the iterations, the loss is decreased. When the iteration is 300, the loss is 0.04. Hence, the proposed method provides a better performance.




5.1.3. Results Based on Yelp 2014 Dataset


Table 3 represents a comparative analysis of the Sentiment Classification model for several performance metrics through altering training data. The analysis of TD-Spider TaylorChOA-GRU for the precision, recall, and F-measure is listed below. In 90% of training data, the precision of the developed TD-Spider TaylorChOA-GRU is 0.952. The recall of TD-Spider TaylorChOA-GRU is 0.965 for 90% of training data and, considering 90% of training data, the F-measure of the developed model is 0.959.



Figure 6 represents the accuracy and loss for the Sentiment Classification model. When the iteration is 0, the accuracy is 0.611. Similarly, when the iteration is 0, the loss is 0.397. Hence, the proposed method provides a better performance.




5.1.4. Social Media App Review Dataset


Table 4 represents a comparative analysis of the Sentiment Classification model for several performance metrics through altering training data. The analysis of TD-Spider TaylorChOA-GRU for the precision, recall and F-measure is listed below. In 90% of training data, the precision of the developed TD-Spider TaylorChOA-GRU is 0.897. The recall of TD-Spider TaylorChOA-GRU is 0.906 for 90% of training data and, considering 90% of training data, the F-measure of the developed model is 0.902.



Figure 7 represents the accuracy and loss for the Sentiment Classification model. Here, the proposed method also has the highest accuracy and minimum loss.





5.2. Review Rating Prediction


5.2.1. Results Based on Yelp IMDB Dataset


Table 5 represents a comparative analysis of the Review Rating Prediction model for several performance metrics through altering training data. The analysis of TD-Spider TaylorChOA-GRU for the precision, recall and F-measure is listed below. In 70% of training data, the precision of the developed TD-Spider TaylorChOA-GRU is 0.897. The recall of TD-Spider TaylorChOA-GRU is 0.914 for 70% of training data and, considering 70% of training data, the F-measure of the developed model is 0.906.



Figure 8 represents the accuracy and loss for the Review Rating Prediction model. Figure 8a represents the accuracy curve and Figure 8b represents the loss curve. The accuracy increases with the increase in the iteration and the loss decreases with the increase in the iteration.




5.2.2. Results Based on Yelp 2013 Dataset


Table 6 represents a comparative analysis of the Review Rating Prediction model for several performance metrics through altering training data. The analysis of TD-Spider TaylorChOA-GRU for the precision, recall and F-measure is listed below. In 70% of training data, the precision of the developed TD-Spider TaylorChOA-GRU is 0.887. The recall of TD-Spider TaylorChOA-GRU is 0.885 for 70% of training data and, considering 70% of training data, the F-measure of the developed model is 0.886.



Figure 9 represents the accuracy and loss for the Review Rating Prediction model. When the iteration is 300, the accuracy is 0.970. When the iteration is 300, the loss is 0.030. The results show that the proposed method offers a good performance regarding review rating prediction.




5.2.3. Results Based on Yelp 2014 Dataset


Table 7 represents a comparative analysis of the Review Rating Prediction model for several performance metrics through altering training data. The analysis of TD-Spider TaylorChOA-GRU for the precision, recall and F-measure is listed below. In 90% of training data, the precision of the developed TD-Spider TaylorChOA-GRU is 0.925. The recall of TD-Spider TaylorChOA-GRU is 0.941 for 90% of training data and, considering 90% of training data, the F-measure of the developed model is 0.933.



Figure 10 represents the accuracy and loss for the Review Rating Prediction model. When the iteration is 0, the accuracy is 0.629. When the iteration is 0, the loss is 0.370. Here, both the testing accuracy and training accuracy of the proposed method is high in the 300th iteration. Hence, the proposed method yields a better performance.




5.2.4. Social Media App Review Dataset


Table 8 represents a comparative analysis of the Review Rating Prediction model for several performance metrics through altering training data. The analysis of TD-Spider TaylorChOA-GRU for the precision, recall and F-measure is listed below. In 90% of training data, the precision of the developed TD-Spider TaylorChOA-GRU is 0.841. The recall of TD-Spider TaylorChOA-GRU is 0.865 for 90% of training data and, considering 90% of training data, the F-measure of the developed model is 0.853.



Figure 11 represents the accuracy and loss for the Review Rating Prediction model. Figure 11a represents the accuracy curve, which indicates both the testing accuracy and training accuracy. Figure 11b represents the loss curve, which indicates both the testing loss and training loss.






6. Conclusions and Future Work


This work presents a hybrid-optimization-enabled deep learning method for Sentiment Classification and Review Rating Prediction. Here, Yelp 2013, Yelp 2014, IMDB and social media app review datasets were taken as the input. The feature extraction process is more imperative for further Sentiment Classification and Review Rating Prediction processes. The GRU model was employed for Sentiment Classification and the HAN model was applied for Review Rating Prediction. Furthermore, the HAN and GRU models were trained by the hybrid optimization algorithm to enhance the detection and classification process. The experimental results show that the TD-Spider TaylorChOA-GRU and Jaya-TDO-HAN models obtained better results than existing methods. The proposed Jaya-TDO technique attained a better performance of 0.9425, 0.9654 and 0.9538, and TD-Spider Taylor ChOA achieved 0.9524, 0.9698 and 0.9588 in terms of the precision, recall and F-measure. In the future, the developed Sentiment Classification and Review Rating Prediction model can be further improved by extracting other features.
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	Chimp Optimization Algorithm



	DCBVN
	Demand-aware Collaborative Bayesian Variational Network



	DÉCOR
	Deep-Learning-Enabled Course Recommender System



	DNN
	Deep Neural Networks



	GRU
	Gated Recurrent Unit



	HSACN
	Hierarchical Self-Attentive Convolution Network
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	Long Short-Term Memory
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	NLP
	Natural Language Processing



	RMDL
	Random Multi-model Deep Learning



	RNN
	Recurrent Neural Network



	TDO
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Figure 1. An illustration of proposed framework for Sentiment Classification and review rating prediction. 
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Figure 2. An illustration of Gated Recurrent Unit (GRU). 






Figure 2. An illustration of Gated Recurrent Unit (GRU).



[image: Applsci 12 10292 g002]







[image: Applsci 12 10292 g003 550] 





Figure 3. An illustration of Hierarchical Attention Network (HAN). 
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Figure 4. Performance analysis based on (a) accuracy and (b) loss for Sentiment Classification using IMDB dataset. 
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Figure 5. Performance analysis based on (a) accuracy and (b) loss for Sentiment Classification using Yelp 2013 dataset. 
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Figure 6. Performance analysis based on (a) accuracy and (b) loss for Sentiment Classification using Yelp 2014 dataset. 
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Figure 7. Performance analysis based on (a) accuracy and (b) loss for Sentiment Classification using social media app review dataset. 
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Figure 8. Performance analysis based on (a) accuracy and (b) loss for Review Rating Prediction using IMDB dataset. 
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Figure 9. Performance analysis based on (a) accuracy and (b) loss for Review Rating Prediction using Yelp 2013 dataset. 
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Figure 10. Performance analysis based on (a) accuracy and (b) loss for Review Rating Prediction using Yelp 2014 dataset. 
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Figure 11. Performance analysis based on (a) accuracy and (b) loss for Review Rating Prediction using social media app review dataset. 
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Table 1. Comparative analysis of Sentiment Classification for IMDB dataset in terms of precision, recall and F-measure.






Table 1. Comparative analysis of Sentiment Classification for IMDB dataset in terms of precision, recall and F-measure.





	
Metrics

	
Data (%)

	
HSACN

	
MCNN

	
DCBVN

	
[3]

	
[34]

	
[17]

	
Proposed






	
Precision

	
60%

	
0.785

	
0.825

	
0.855

	
0.869

	
0.895

	
0.900

	
0.904




	
70%

	
0.805

	
0.835

	
0.865

	
0.888

	
0.903

	
0.908

	
0.914




	
80%

	
0.824

	
0.854

	
0.885

	
0.898

	
0.925

	
0.929

	
0.935




	
90%

	
0.852

	
0.874

	
0.905

	
0.927

	
0.941

	
0.943

	
0.949




	
Recall

	
60%

	
0.795

	
0.835

	
0.865

	
0.877

	
0.905

	
0.908

	
0.914




	
70%

	
0.814

	
0.841

	
0.885

	
0.898

	
0.914

	
0.919

	
0.925




	
80%

	
0.841

	
0.865

	
0.895

	
0.908

	
0.937

	
0.939

	
0.941




	
90%

	
0.865

	
0.885

	
0.914

	
0.937

	
0.965

	
0.968

	
0.970




	
F-measure

	
60%

	
0.790

	
0.830

	
0.860

	
0.873

	
0.900

	
0.904

	
0.909




	
70%

	
0.809

	
0.838

	
0.875

	
0.893

	
0.908

	
0.913

	
0.920




	
80%

	
0.833

	
0.860

	
0.890

	
0.903

	
0.931

	
0.934

	
0.938




	
90%

	
0.859

	
0.880

	
0.910

	
0.932

	
0.953

	
0.955

	
0.959
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Table 2. Comparative analysis of Sentiment Classification for Yelp 2013 dataset in terms of precision, recall and F-measure.
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Metrics

	
Data (%)

	
HSACN

	
MCNN

	
DCBVN

	
[3]

	
[34]

	
[17]

	
Proposed






	
Precision

	
60%

	
0.754

	
0.775

	
0.814

	
0.825

	
0.842

	
0.848

	
0.857




	
70%

	
0.765

	
0.785

	
0.825

	
0.848

	
0.865

	
0.868

	
0.875




	
80%

	
0.795

	
0.814

	
0.847

	
0.865

	
0.904

	
0.908

	
0.914




	
90%

	
0.825

	
0.841

	
0.885

	
0.907

	
0.933

	
0.938

	
0.947




	
Recall

	
60%

	
0.775

	
0.795

	
0.833

	
0.858

	
0.875

	
0.879

	
0.887




	
70%

	
0.785

	
0.796

	
0.854

	
0.875

	
0.896

	
0.898

	
0.901




	
80%

	
0.801

	
0.825

	
0.875

	
0.898

	
0.914

	
0.918

	
0.925




	
90%

	
0.833

	
0.865

	
0.895

	
0.916

	
0.941

	
0.948

	
0.950




	
F-measure

	
60%

	
0.765

	
0.785

	
0.823

	
0.841

	
0.858

	
0.863

	
0.872




	
70%

	
0.775

	
0.791

	
0.840

	
0.861

	
0.880

	
0.883

	
0.888




	
80%

	
0.798

	
0.820

	
0.860

	
0.881

	
0.909

	
0.913

	
0.920




	
90%

	
0.829

	
0.853

	
0.890

	
0.911

	
0.937

	
0.943

	
0.949
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Table 3. Comparative analysis of Sentiment Classification for Yelp 2014 dataset in terms of precision, recall and F-measure.
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Metrics

	
Data (%)

	
HSACN

	
MCNN

	
DCBVN

	
[3]

	
[34]

	
[17]

	
Proposed






	
Precision

	
60%

	
0.775

	
0.799

	
0.833

	
0.858

	
0.875

	
0.878

	
0.887




	
70%

	
0.785

	
0.804

	
0.848

	
0.865

	
0.895

	
0.899

	
0.905




	
80%

	
0.801

	
0.824

	
0.865

	
0.884

	
0.914

	
0.918

	
0.925




	
90%

	
0.833

	
0.854

	
0.895

	
0.917

	
0.947

	
0.950

	
0.952




	
Recall

	
60%

	
0.785

	
0.801

	
0.854

	
0.865

	
0.885

	
0.890

	
0.899




	
70%

	
0.795

	
0.824

	
0.875

	
0.887

	
0.905

	
0.910

	
0.914




	
80%

	
0.814

	
0.835

	
0.885

	
0.898

	
0.925

	
0.929

	
0.937




	
90%

	
0.848

	
0.865

	
0.903

	
0.917

	
0.955

	
0.960

	
0.965




	
F-measure

	
60%

	
0.780

	
0.800

	
0.843

	
0.862

	
0.880

	
0.884

	
0.893




	
70%

	
0.790

	
0.814

	
0.861

	
0.876

	
0.900

	
0.904

	
0.910




	
80%

	
0.808

	
0.830

	
0.875

	
0.891

	
0.920

	
0.923

	
0.931




	
90%

	
0.840

	
0.860

	
0.899

	
0.917

	
0.951

	
0.955

	
0.959
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Table 4. Comparative analysis of Sentiment Classification for social media app review dataset in terms of precision, recall and F-measure.
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Metrics

	
Data (%)

	
HSACN

	
MCNN

	
DCBVN

	
[3]

	
[34]

	
[17]

	
Proposed






	
Precision

	
60%

	
0.741

	
0.769

	
0.807

	
0.816

	
0.834

	
0.848

	
0.858




	
70%

	
0.768

	
0.785

	
0.821

	
0.837

	
0.854

	
0.865

	
0.875




	
80%

	
0.785

	
0.807

	
0.841

	
0.859

	
0.864

	
0.875

	
0.887




	
90%

	
0.798

	
0.814

	
0.865

	
0.869

	
0.874

	
0.887

	
0.897




	
Recall

	
60%

	
0.754

	
0.778

	
0.814

	
0.827

	
0.841

	
0.858

	
0.865




	
70%

	
0.778

	
0.799

	
0.829

	
0.848

	
0.862

	
0.876

	
0.887




	
80%

	
0.798

	
0.814

	
0.832

	
0.859

	
0.878

	
0.887

	
0.897




	
90%

	
0.801

	
0.825

	
0.848

	
0.865

	
0.887

	
0.898

	
0.906




	
F-measure

	
60%

	
0.748

	
0.774

	
0.811

	
0.821

	
0.838

	
0.853

	
0.862




	
70%

	
0.773

	
0.791

	
0.825

	
0.842

	
0.858

	
0.870

	
0.881




	
80%

	
0.791

	
0.811

	
0.837

	
0.859

	
0.871

	
0.881

	
0.892




	
90%

	
0.800

	
0.820

	
0.856

	
0.867

	
0.881

	
0.892

	
0.902
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Table 5. Comparative analysis of Review Rating Prediction for IMDB dataset in terms of precision, recall and F-measure.
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Metrics

	
Data (%)

	
DNN

	
CNN+LSTM

	
Bi-GRU

	
CNN

	
[3]

	
[34]

	
[17]

	
Proposed






	
Precision

	
60%

	
0.635

	
0.685

	
0.741

	
0.845

	
0.858

	
0.865

	
0.877

	
0.887




	
70%

	
0.648

	
0.703

	
0.765

	
0.860

	
0.869

	
0.885

	
0.889

	
0.897




	
80%

	
0.685

	
0.745

	
0.785

	
0.885

	
0.898

	
0.919

	
0.920

	
0.925




	
90%

	
0.695

	
0.765

	
0.805

	
0.901

	
0.916

	
0.931

	
0.937

	
0.943




	
Recall

	
60%

	
0.654

	
0.699

	
0.754

	
0.850

	
0.869

	
0.885

	
0.889

	
0.897




	
70%

	
0.675

	
0.714

	
0.785

	
0.870

	
0.887

	
0.905

	
0.908

	
0.914




	
80%

	
0.695

	
0.754

	
0.804

	
0.908

	
0.916

	
0.933

	
0.938

	
0.941




	
90%

	
0.724

	
0.775

	
0.825

	
0.928

	
0.948

	
0.954

	
0.959

	
0.965




	
F-measure

	
60%

	
0.645

	
0.692

	
0.748

	
0.847

	
0.863

	
0.875

	
0.883

	
0.892




	
70%

	
0.661

	
0.708

	
0.775

	
0.847

	
0.878

	
0.895

	
0.898

	
0.906




	
80%

	
0.690

	
0.750

	
0.795

	
0.847

	
0.907

	
0.925

	
0.929

	
0.933




	
90%

	
0.709

	
0.770

	
0.815

	
0.847

	
0.932

	
0.943

	
0.948

	
0.954
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Table 6. Comparative analysis of Review Rating Prediction for Yelp 2013 dataset in terms of precision, recall and F-measure.
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Metrics

	
Data (%)

	
DNN

	
CNN+LSTM

	
Bi-GRU

	
CNN

	
[3]

	
[34]

	
[17]

	
Proposed






	
Precision

	
60%

	
0.633

	
0.665

	
0.704

	
0.799

	
0.808

	
0.841

	
0.848

	
0.855




	
70%

	
0.654

	
0.696

	
0.737

	
0.824

	
0.848

	
0.865

	
0.875

	
0.887




	
80%

	
0.696

	
0.733

	
0.754

	
0.865

	
0.887

	
0.895

	
0.900

	
0.905




	
90%

	
0.741

	
0.765

	
0.799

	
0.895

	
0.909

	
0.925

	
0.928

	
0.933




	
Recall

	
60%

	
0.654

	
0.699

	
0.741

	
0.801

	
0.826

	
0.854

	
0.859

	
0.865




	
70%

	
0.675

	
0.714

	
0.754

	
0.835

	
0.859

	
0.875

	
0.879

	
0.885




	
80%

	
0.714

	
0.741

	
0.785

	
0.895

	
0.900

	
0.902

	
0.908

	
0.915




	
90%

	
0.769

	
0.804

	
0.841

	
0.901

	
0.917

	
0.935

	
0.939

	
0.941




	
F-measure

	
60%

	
0.643

	
0.682

	
0.722

	
0.800

	
0.817

	
0.848

	
0.853

	
0.860




	
70%

	
0.664

	
0.705

	
0.745

	
0.830

	
0.853

	
0.870

	
0.877

	
0.886




	
80%

	
0.705

	
0.737

	
0.769

	
0.880

	
0.893

	
0.899

	
0.904

	
0.910




	
90%

	
0.755

	
0.784

	
0.819

	
0.898

	
0.913

	
0.930

	
0.933

	
0.937
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Table 7. Comparative analysis of Review Rating Prediction for Yelp 2014 dataset in terms of precision, recall and F-measure.
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Metrics

	
Data (%)

	
DNN

	
CNN+LSTM

	
Bi-GRU

	
CNN

	
[3]

	
[34]

	
[17]

	
Proposed






	
Precision

	
60%

	
0.641

	
0.695

	
0.741

	
0.785

	
0.808

	
0.841

	
0.848

	
0.854




	
70%

	
0.685

	
0.714

	
0.765

	
0.802

	
0.837

	
0.865

	
0.869

	
0.875




	
80%

	
0.701

	
0.775

	
0.825

	
0.865

	
0.876

	
0.895

	
0.907

	
0.914




	
90%

	
0.725

	
0.799

	
0.841

	
0.895

	
0.908

	
0.914

	
0.919

	
0.925




	
Recall

	
60%

	
0.665

	
0.714

	
0.754

	
0.801

	
0.836

	
0.854

	
0.859

	
0.866




	
70%

	
0.701

	
0.732

	
0.775

	
0.814

	
0.859

	
0.875

	
0.880

	
0.885




	
80%

	
0.714

	
0.795

	
0.833

	
0.875

	
0.888

	
0.901

	
0.908

	
0.914




	
90%

	
0.733

	
0.814

	
0.854

	
0.912

	
0.927

	
0.933

	
0.939

	
0.941




	
F-measure

	
60%

	
0.653

	
0.704

	
0.748

	
0.793

	
0.821

	
0.848

	
0.853

	
0.860




	
70%

	
0.693

	
0.723

	
0.770

	
0.808

	
0.848

	
0.870

	
0.874

	
0.880




	
80%

	
0.708

	
0.785

	
0.829

	
0.870

	
0.882

	
0.898

	
0.907

	
0.914




	
90%

	
0.729

	
0.806

	
0.848

	
0.904

	
0.917

	
0.923

	
0.928

	
0.933
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Table 8. Comparative analysis of Review Rating Prediction for social media app review dataset in terms of precision, recall and F-measure.
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Metrics

	
Data (%)

	
DNN

	
CNN+LSTM

	
Bi-GRU

	
CNN

	
[34]

	
Proposed






	
Precision

	
60%

	
0.659

	
0.678

	
0.704

	
0.754

	
0.778

	
0.807




	
70%

	
0.678

	
0.685

	
0.725

	
0.778

	
0.799

	
0.814




	
80%

	
0.699

	
0.714

	
0.741

	
0.789

	
0.814

	
0.829




	
90%

	
0.701

	
0.733

	
0.754

	
0.799

	
0.825

	
0.841




	
Recall

	
60%

	
0.678

	
0.690

	
0.715

	
0.769

	
0.785

	
0.814




	
70%

	
0.687

	
0.699

	
0.735

	
0.778

	
0.799

	
0.824




	
80%

	
0.699

	
0.704

	
0.745

	
0.787

	
0.814

	
0.848




	
90%

	
0.704

	
0.715

	
0.755

	
0.807

	
0.825

	
0.865




	
F-measure

	
60%

	
0.668

	
0.684

	
0.709

	
0.761

	
0.782

	
0.811




	
70%

	
0.683

	
0.692

	
0.730

	
0.778

	
0.799

	
0.819




	
80%

	
0.699

	
0.709

	
0.743

	
0.788

	
0.814

	
0.838




	
90%

	
0.703

	
0.723

	
0.754

	
0.803

	
0.825

	
0.853
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