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Abstract

:

Context: Dynamic software product lines (DSPLs) have considerably increased their adoption for variability management for self-adaptive systems. The most widely used models for managing the variability of DSPLs are the MAPE-K control loop and context-aware feature models (CFMs). Aim: In this paper, we review and synthesize evidence of using variability constraint approaches, methodologies, and challenges for DSPL. Method: We conducted a systematic mapping, including three research questions. This study included 84 papers published from 2010 to 2021. Results: The main results show that open-dynamic variability shows a presence in 57.1% of the selected papers, and on the other hand, closed-dynamic variability appears in 38.1%. The most commonly used methodology for managing a DSPL environment is based on proprietary architectures (60.7%), where the use of CFMs predominates. For open-dynamic variability approaches, the MAPE-K control loop is mainly used. The main challenges in DSPL management are based on techniques (28.6%) and open variation (21.4%). Conclusions: Open-dynamic variability has prevailed over the years as the primary approach to managing variability in DSPL, where its primary methodology is the MAPE-K control loop. Response RQ3 requires further review.
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1. Introduction


The software constantly evolves due to constant technological changes and diversification in their needs, either from the customer or the execution environment. This evolution leads to self-adaptive software systems, whose main feature is adapting the system to the different needs at runtime, either through customer requirements or the environment [1]. In [2], the authors state that facing the challenges associated with changes in runtime system variability has led to the development of various approaches to adapt to changing needs. These approaches include the self-adaptive, agent-based, autonomous, emergent, and bio-inspired systems. Dynamic software product lines (DSPL) are one approach to meet these needs by providing a conceptual framework for managing variability in such systems, generating runtime variability changes, and managing system change according to the needs of the problem context [3].



DSPLs are usually not concerned with pre-runtime system variability, allowing mixed approaches, incorporating points of variation related to the environment’s static properties prior to runtime and others related to dynamic properties at runtime [4]. Therefore, variability management throughout the DSPL lifecycle is a central task, where the user, application, or generic middleware can perform these tasks manually or automatically [2]. Schmid and Eichelberger grouped several challenges related to DSPL variability [5]. These challenges include detection of feature removal for DSPL approaches, reconfiguration of components, state transfer derived from reconfigurations, the adaptation of interfaces, management of processing contexts, and handling references that are no longer available. Therefore, studying runtime variability through reconfigurations becomes an important issue when it is required to correctly design, build and produce software artifacts using the DSPL approach. Quinton et al. [3] mention similar challenges associated with managing runtime variability, such as the need to support evolution regardless of the domain, implementation technique, or modeling approach in DSPL. Securing consistency of the models and the running system to manage runtime variability and support evolution activated by the running system or model, i.e., if the system or model changes its variability, it must be visualized.



Over the years, several methodologies have emerged to manage system variability using the DSPL approach, which can be grouped into three major groups [3]. The first approach is related to changes in system customization manually, e.g., updating a software code base. The second approach allows changes to be made manually, while the adaptation process is automated, e.g., through a DevOps process. The third approach presents an autonomous execution environment that automatically allows variability changes and subsequent reconfigurations, providing an optimal execution environment for self-adaptive systems.



Variability management in self-adaptive systems using DSPL typically manages adaptation using a MAPE-K approach [3]. This approach provides a framework for logical adaptation of a system based on four phases Monitoring, Analysis, Planning, and Execution that are executed in a particular order and access a shared Knowledge component [6]. Several problems with this approach are presented in [7], such as the need for significant training data and low initial performance due to the online learning of the approach. These problems are similar to those encountered in machine-learning and a massive amount of data, such as the problems reported in using machine-learning in agricultural big data [8].



This work aims to collect several proposed approaches, methodologies, or design patterns for managing runtime variability through software reconfigurations in DSPL for self-adaptive systems present in the literature. It will seek to analyze various proposals of constraints in the reconfiguration process, main errors during the system adaptation process, or also some notion on how to maintain the stability and reliability of the system during the evolution of variability, ensuring the consistency of the software concerning the models and the system in operation [3]. The research will address the challenges mentioned by [5], specifically variability management through component reconfiguration. For this purpose, a systematic mapping study (SMS) for the most relevant articles of the last 11 years will be carried out. This SMS pretends to collect as much data as possible on the proposals to analyze the methodological approach used to manage runtime variability by reconfiguring the solution domain of software in an execution environment.



We expect the results of this systematic mapping contribute to the research-oriented scientific community of SPLs and, eventually, DSPLs, synthesizing what has happened during the last 11 years in the evolution of runtime reconfiguration approaches for DSPLs in the context of self-adaptive systems, both at the theoretical-practical and bibliometric levels. The research questions (RQs) corresponding to this systematic mapping study are as follows:




	RQ1:

	
What approach was used to apply constraints during software reconfigurations in DSPL?




	RQ3:

	
What methodologies are currently used to manage DSPL variability during reconfigurations?




	RQ3:

	
What are the current challenges in the management of DSPL?









Answering RQ1 will allow us to catalog the main approaches for managing runtime variability through software reconfigurations. In this sense, we want to understand how DSPL variability is currently managed, e.g., whether constraint languages, reasoning engines, and optimization models, among others, are occupied. RQ2 will provide us with information on the execution environments of DSPLs, analyzing, for example, whether proprietary architectures, execution environments under some autonomous control loop, or third-party software are proposed. RQ3 will focus on the search and analysis of the main constraints in developing a DSPL, whose primary focus is runtime variability.



The study will be conducted between 2010 and 2021 since the systematic mapping study by Guedes et al. examines variability management for DSPL from 2006 to 2015 [9]. The authors expose that the area of runtime variability development is not explored in-depth, concluding that most articles do not address the reconfiguration process. Furthermore, in the bibliometric analysis of the articles, an increase in the number of articles is obtained from 2010 onwards.



The remainder of this paper is structured as follows. We present the background of the DSPLs and their context in Section 2. Section 3 presents some related work relative to SPLs or DSPLs. Section 4 presents the methodology for the SMS. Section 5 and Section 6 present the results and discussion, respectively. Finally, Section 7 presents the conclusions and future work.




2. Background


The contents of this section report on the theoretical framework of SPLs and their variability. Also, DSPLs and their runtime variability are defined. Finally, self-adaptive systems are presented.



2.1. Software Product Lines


SPLs are defined as a software production methodology in which a set of software systems share common characteristics for a specific domain in a defined process [10]. Software development through SPLs is divided into two stages, domain engineering and application engineering [11]. The domain engineering stage refers to activities that concern, among others, the identification of commonalities and differences between product family members and the implementation of a set of shared software artifacts (e.g., components). The application engineering stage refers to activities that concern product derivation, i.e., the construction of individual products using a subset of the shared software artifacts [12]. Figure 1 shows the SPL framework, including the domain and application engineering stages and their respective interactions.




2.2. Variability


One of the most relevant aspects of SPLs is variability, which can be defined as the ability of an SPL to be subject to changes, customizations, configurations, or extensions for its particular use in a specific context, providing the SPLs framework with the necessary flexibility to achieve product diversification and differentiation [13]. We can introduce the variability in the SPL through the definition of reusable artifacts. These artifacts are included as part of the definition of a software family and, based on the inclusion or exclusion of features in the final product, allow for the creation of different products from the generic set [12]. Several authors have proposed various models to manage the variability of an SPL at the domain engineering stage [14,15], most of them are based on the FODA analysis method [16].



We can find feature models (FM) based on the FODA method. An FM is a tree graph, where the root node represents the family of products, and the features of this family are grouped along the tree. These features can be assembled so that certain software products can be generated. The FMs have been a relevant topic in the study of SPL variability, showing the best evolution in terms of the number of articles and references published in the SPL [17]. Specific proposals on automatic construction and reasoning on FM can be found in [18,19].




2.3. Dynamic Software Product Lines


A static generative approach is generally used to develop an SPL, i.e., when attempting to reconfigure a given product built through an SPL, the product is required to be redeveloped or instantiated [20]. Nowadays, there are continuous changes in the requirements of a software product, which raises the need to adapt at runtime, expecting a certain degree of autonomy in the software to respond to the evolution of market conditions [21]. DSPLs extend existing approaches in today’s product line engineering by moving their capabilities to runtime variability management, helping to ensure that system adaptations lead to desirable properties [2]. DSPLs are composed of two stages, the engineering stage, where the aim is to develop the execution environment, and the stage of managing the variability of the system in use [2]. Table 1, shows the differences between SPL and DSPL approaches.




2.4. Runtime Variability


Due to the difficulty anticipating all the variability required by SPLs, we can consider using DSPLs. The main challenge for DSPLs is runtime variability, which can be defined as the ability of software to adapt to fluctuations in the needs of the environment, user requirements and evolving resource constraints [4]. Variability is managed by creating runtime variation points [3]. Several approaches express changes in variability as a function of context [22] (e.g., in feature modeling [23]). Other approaches consider reconfiguration management based on machine learning using the MAPE-K control loop, which is an architectural approach to managing system variability through machine learning [24]. Table 2 shows the differences between runtime variability for SPLs and DSPLs.




2.5. Self-Adaptive Systems


A self-adaptive system is a closed-loop system with a feedback loop intended to adjust to runtime changes [25]. To develop a self-adaptive system suitable for changes in software variability, understanding the nature of the system will help determine the process change and the factors affecting the change [26].



Weyns proposes two principles for determining what a self-adaptive system is [1]:




	
External principle: A self-adaptive system can autonomously manage changes and uncertainties due to the requirements of the environment, the system itself and its objectives.



	
Internal principle: A self-adaptive system contains two components for managing communication with and monitoring of the environment, as well as for executing changes in runtime variability.








As self-adaptive systems increasingly require autonomous behavior, runtime variability mechanisms must provide multiple binding options after implementation. The binding options can be satisfied using DSPLs. The mentioned conditions address the challenges of creating highly configurable software using runtime variability mechanisms to support automatic decision-making [27].





3. Related Work


Several secondary studies have been published on managing variability in SPL [17,28,29,30]. However, no secondary studies have been reported for variability management in DSPL for self-adaptive systems, obtaining only one systematic mapping study related to DSPL [9] that will be discussed below. Next, we present a summary of five proposals related to managing variability in SPLs or DSPLs [9,13,31,32,33]. Table 3 shows the overlapping RQs for related work (✓: fully answered, ∼: partially answered). For details on these related works (goals, RQs, and results), see the Appendix A.



Guedes et al. [9] present an SMS on variability management in DSPLs, specifically on runtime variability modeling and configuration in DSPLs. The study was conducted between 2006 and 2015. The authors conclude that feature model are the primary approach to model variability in DSPLs, and most proposals do not refer to process configuration. Also, the authors declare that reconfiguration is triggered based on context, non-functional requirements, or user requirements through utility function or Constraint Satisfaction Problems (CSP).



Geraldi et al. [31] present an SMS for SPLs interacting with IoT technologies, seeking to identify approaches that manage the variability required by cyber-physical systems as their requirements evolve. This study analyzes the architectures used for IoT systems in which SPL manages variability between 2006 and 2018. The authors argued that several proposals seek to manage the variability of these systems in both runtime and SPL design, evolving towards a DSPL environment to manage variability through software reconfigurations.



Da Silva et al. [32] expose through a systematic literature review of the literature the most used practices in the product derivation stage in the DSPL approach. They identified several proposals, which base their reconfigurations on the system’s architecture to be developed, from the software system’s behavior, architecture, and components, which were mapped based on the MAPE-K control loop.



Chen and Ali Babar [13] present a systematic literature review in which they analyze various proposals to manage variability in SPL, obtaining that the feature models are the primary approach to manage variability in SPL, where in second place is the use of UML and its extensibility. Although this proposal does not focus on DSPL, it establishes an evolution of DSPL between the years 1990 to 2010, showing that the DSPL was not yet at the peak it is today.



Mohabbati et al. [33] present an SMS, looking for the main application areas of SPLs. This work is based on a service orientation from 2001 to 2011, describing that many of the software services created from SPLs are adaptive systems and, to a lesser extent, the DSPL approach. It presents a series of challenges for the integration of SPL and service-orientation, from theoretical models, taxonomies, or categorization of concepts, confirming that in SPL research, the goal is to achieve consistent and adequate modeling for service-oriented systems, supporting the configuration of dynamic and adaptive systems, reducing system complexity.



Finally, we can remark that our study shares a context with the previous articles. However, this SMS is explicitly oriented to dynamic variability management in DSPL in the context of self-adaptive systems. In addition, it considers approaches constraining runtime variability, methodologies used to manage the DSPL environment, and the main challenges.




4. Methodology


In order to obtain the status of DSPL variability management, an SMS was conducted according to the guidelines defined by Petersen [34]. In this section, we will describe the search and filtering process and then classify each item according to the research questions designed to study the dynamic variability management offered by DSPL. This protocol is based on a revised version published in arXiv [35], in which some sections were updated, such as the classification schema of RQs. Section 4.1 presents the definition of the protocol. Section 4.2 presents the process of the pilot selection of papers. Section 4.3 presents the classification scheme and data extraction from the papers. Section 4.4 presents the tools used during the elaboration of the SMS. Figure 2 presents a step by step summary of the methodology.



4.1. Protocol Definition


Next, we present the main phases to define the SMS protocol. The initial stage consists of determining the study’s aim and need (Section 4.1.1). Then, the RQs and PQs associated with the fulfillment of the study objective will be defined (Section 4.1.2 and Section 4.1.3). From the RQs, the search string (Section 4.1.5) will be generated to search for relevant articles in the data sources, in which the results will subsequently be filtered based on inclusion and exclusion criteria (Section 4.1.6). This process will end with validating the defined protocol (Section 4.1.7).



4.1.1. Aim and Need


The SMS aims to capture several approaches, methodologies, or design patterns for managing variability in DSPL, contextualized in self-adaptive systems. It is intended to map the most used practices to restrict and ensure the correct operation of software reconfigurations in DSPL. This mapping includes analyzing what types of approaches are used to manage variability at runtime, maintaining the stability and reliability of the system during the constant evolution of variability. Also, the SMS allows obtaining the main errors, difficulties, or challenges in developing DSPL and the process of system adaptation.



It is expected that the publication of the systematic mapping will contribute to identifying several challenges in managing variability for the DSPL scientific community, as well as contribute to the integral development of the DSPL through the generation of a line of research. This work is the initial part of a proposal that seeks to build and develop an architecture to manage variability in DSPL during the software reconfiguration process for self-adaptive systems, where it is necessary to know in detail the proposals that exist today in the area, as this will allow:




	
Identify the requirements to generate a software reconfiguration while maintaining stability in the running system during the process.



	
Know which technologies, tools, approaches, or others are used during the system reconfiguration process in DSPL and understand the justifications for use in each case.



	
Avoid activities or processes already performed by other authors.



	
Identify existing challenges in the area of reconfigurations for DSPL.








Moreover, the latest study collecting this information is seven years old [9], which mentions that DSPLs are still in a state of maturation; as far as variability runtime configuration is concerned, most proposals do not address process reconfiguration. This study will be contextualized in self-adaptive systems because this type of system correctly links the properties provided by DSPLs, delivering a high level of automation in managing runtime variability.



The importance of this study resides in systematically collecting and reporting an up-to-date view of the state of the art of leading approaches to manage runtime variability in DSPL, and this will be stored in terms of origin, type of approach to reconfiguring the system, the methodology used to implement the such approach and the latent challenges in DSPL. We have included other bibliometric aspects in this study, such as the article’s origin, publisher, year of publication, and target group.



Providing an overview of all these features can help practitioners lower the risks associated with selecting an approach to managing variability in a self-adaptive system using DSPL. It can also contribute to the growth of the DSPL field by providing a framework in which different proposals for managing variability dynamically using this approach can be compared. It is intended to encourage discussion among the community on the practices that should be deepened in the management of the DSPL, collecting various challenges proposed in the literature to mature the state of the art of DSPL.




4.1.2. Definition of Research Questions


The research will provide background on how variability is managed in DSPL’s main challenges and constraints. The main question of our research refers to What are the main difficulties of the approaches proposed in the literature to manage runtime variability during reconfiguration of dynamic software product lines in self-adaptive systems? Then, it is necessary to know the existing proposals in the literature related to approaches for making changes in runtime variability. The generation of new information through this study will allow us to learn about the most relevant technologies and the context in which the respective approaches have been used. The general question was broken down into three questions related to the runtime variability management approach, the methodology used to manage the DSPL environment, and the main challenges encountered in the area. Table 4 shows the RQs, their aim, and a possible classification scheme.




4.1.3. Definition of Publication Questions


Additionally to the RQs, we included a set of publication questions (PQs) to complement the information collected and characterize the bibliographic and demographic space. These PQs include the type and place where papers are published and the number of papers per year. Table 5 show the details.




4.1.4. Data Sources


According to [36,37] we consider the data sources detailed in Table 6, that are recognized among the most relevant in the Software Engineering community.




4.1.5. Search Strategy


The search strategy begins with elaborating the search string, which has been defined according to the steps defined by [36]. Through the context and RQs, a set of keywords has been extracted. Then, a set of synonyms has been proposed for each keyword to widen the search range. Using PICOC (Population—Intervention—Comparison—Outcomes—Context) [38], the search string for the systematic mapping is constructed.



	
Population: In the Software Engineering community, the population includes a specific role, category, application area, or industry group. We selected an application area, specifically runtime variability management in DSPLs.



	
Intervention: An intervention consider a methodology, procedure, technology, or tool that addresses a specific issue. We selected a procedure, specifically the proposals for runtime variability management.



	
Comparison: We do not consider comparing the selected papers against a specific variability management proposal (control condition). Then, these criteria do not apply to our study.



	
Outcomes: The outcomes of our RQs are the approach to managing variability and the architecture used for the problem solved in each proposal.



	
Context: The context for this study are DSPL, reconfiguration proposals to manage runtime variability, and self-adaptive systems.






The list of keywords and synonyms is defined as follows:




	
adaptation, reconfiguration



	
dynamic software product lines, software product lines



	
self-adaptive systems, adaptive systems, evolution








It was decided to add the term “evolution” to the keywords because it is mentioned by several authors to refer to the evolution of SPLs towards DSPLs [3,39,40]. The search string changed its structure since, in the beginning, it contained terms associated with the classification of research questions, such as “framework”, “methods”, “tools”, “classification”, “architecture”, “restrictions”. It was decided to exclude these terms since they did not influence the number of articles found in the different data sources. The final query string is described as follows:



(“self-adaptive systems” OR “self-adapting systems” OR “auto-adaptive systems” OR “self-adaptive” OR “self-adapting” OR “adaptive systems” OR “self-adaptation” OR “adaptation”)



AND



(“dynamic software product line” OR “dynamic software product lines” OR “dynamic product family” OR “dynamic product families” OR “dynamic product line” OR “dynamic product lines” OR “Software product line” OR “software product lines" OR “product family” OR “product families” OR “product line” OR “product lines”)



AND



(“system reconfiguration” OR “reconfiguration” OR “reconfiguration rules” OR “configuration rules” OR “adaptation rules” OR “evolution”)



It is essential to mention that due to the limitations of some search engines, we have to adapt the search [41]. However, these adaptations do not add or remove any filters. Table 7 shows the search string results used in the selected data sources. Due to the restriction in the search string of the Science Direct data source, where a maximum of eight key terms is allowed, the following search string is used:



(“self-adaptive systems” OR “self-adaptive” OR “auto-adaptive systems” OR “adaptation”) AND (“dynamic software product line” OR “dynamic software product lines” OR “software product lines” OR “software product line”)




4.1.6. Selection Process


The search process begins with an automatic search using the selected data sources and the search string defined in Section 4.1.5. The goal is to obtain the first collection of articles to be distributed among the team’s researchers. Once the first collection of articles has been obtained, each researcher must independently filter each article according to the following inclusion/exclusion criteria, which allow us to determine whether an article is relevant to our study or not. This process is determined by reviewing only each article’s title, abstract, and keywords. Inclusion criteria (IC) and exclusion criteria (EC) will be applied to each selected article. These criteria are shown in Table 8 and Table 9. To avoid excluding relevant articles, we will occupy a first snowballing search review according to the guidelines proposed by Wohlin [42]. The search range will be extended by reviewing for every selected article the references of each article (backward snowballing) and the citations obtained by the articles (forward snowballing).




4.1.7. Protocol Validation


Validation was performed by defining and reviewing each step of the protocol. This review was carried out by one of the authors, who has extensive experience conducting secondary studies. An initial version of this protocol was published on the arXiv platform [35]. The protocol presented in this paper corresponds to each step’s final result (definition plus validation). During the search process, weekly meetings were held to discuss doubts in selecting papers applying inclusion and exclusion criteria. These meetings were held through the Zoom platform.





4.2. Pilot Selection


Before the selection process and subsequent classification of papers, we conducted a pilot screening and extraction process among the investigators to ensure the reliability of the protocol.



To avoid any possible bias due to each investigator examining a different set of articles, we confirmed that the application of the IC and EC was similar between the two investigators and the assistant (inter-rater agreement). This check was carried out individually by each team member, verifying compliance with each IC and EC over a set of 12 papers chosen randomly from among those recovered in this pilot selection process.



As a means of verification, we performed a concordance test based on Fleiss’ Kappa statistic [43]. We obtained a Kappa = 0,81 in the concordance check between the team members. This value suggests that the criteria were clear enough for the research team to apply the IC and EC consistently [44].




4.3. Classification Scheme and Extraction


We seek to compile a complete list of articles related to DSPL proposals, where there is a component dedicated to managing runtime variability. This SMS will seek to map articles between the years 2010 to 2021, since according to a study conducted by Guedes [9], between the years 2006 to 2010, the DSPL area was not booming, containing a minimal amount of articles in those years. We searched from January to July 2022. Once the protocol was validated, we began the phase of retrieval of primary studies and data extraction. The first step to perform the extraction corresponds to the execution of the search string in the data sources, where we obtained 7.846 papers, which can be seen in Table 7. At this stage, a decrease in the number of papers in the IEEE Xplore data source can be visualized due to the second segment of the search string related to software reconfigurations.



Next, the papers were filtered in three stages, according to the priority defined in Figure 3. The first stage consisted of direct filtering of the data sources, such as year and topic, resulting in 1.829 papers. The second stage consisted of the execution of basic filters, such as the verification of the type of article, the articles relevant to the research topic, and the exclusion of secondary studies, resulting in 352 papers. The third filter was based on excluding duplicate papers and articles focused on the software reconfiguration process using DSPL, obtaining a final result of 68 relevant papers.



After obtaining the relevant articles from the data sources, a complimentary search was carried out through snowballing. This process reviews the citations and references of the first selection of articles. In the references of each article (backward snowballing), a total of 2.113 papers were obtained. On the other hand, in the citations of each article (forward snowballing), a total of 504 papers were obtained. In the case of the forward snowballing search, the Scopus data source was used as support (scopus.com, accessed 1 June 2022). This support was considered because there were some papers with inconsistencies between the number of citations concerning what was reflected by their data source (e.g., the proposal of Rosenmuller et al. was cited by 32 papers [22], but the data source provides only eight papers). We applied the same IC and EC to the papers obtained through the snowballing process, resulting in 16 relevant papers. Then, we obtained 84 papers for the SMS. For details of selected papers, see Appendix B.



The articles that meet the IC and EC mentioned in Section 4.1.6 will be stored in a Google spreadsheet in which the following information from the metadata collected for each article will be entered:




	
Title.



	
Authors (each one).



	
Year of publication.



	
Publication type and classification (conference, journal).



	
Approach used to manage runtime variability in DSPL.



	
methodologies used to manage variability.



	
Challenges in DSPL management.



	
Results and future work.









4.4. SMS Tool Support


We used the following support tools to facilitate online collaboration among team members. Google Drive (drive.google.com) and Google Sheets (docs.google.com/spreadsheets) were used to search, document, analyze, filter and classification of papers. Google Scholar (scholar.google.com) was used for testing and validating the search string. Overleaf (overleaf.com) was used to edit and manage the article writing process. Based on the conditions imposed by the Coronavirus pandemic, the team used Slack (slack.com) and Zoom (zoom.us) tools to communicate and coordinate the work. We use another set of tools for bibliometric analysis. To create the word cloud tag, we used TagCrowd (tagcrowd.com), and for the Sankey diagram, we used Sankeymatic (sankeymatic.com). To find relationships between the collected data and for subsequent visualization in figures, we used TerMine (TerMine) and VOSviewer (vosviewer.com). Cabuplot (cabuplot.herokuapp.com) was used to generate the bubble chart [45].





5. Results


This section reports the results to the RQs (Section 5.1) and PQs (Section 5.2) raised by this SMS.



5.1. Answers to RQs


In the following, we report the results for RQ1 (Section 5.1.1), in which we will report the main approaches used to manage runtime variability. For the results for RQ2, which seeks to obtain the primary methodologies to manage DSPLs, see Section 5.1.2. Answering RQ3 is based on finding the main challenges in managing DSPLs see Section 5.1.3.



5.1.1. RQ1: What Approach Was Used to Apply Constraints during Software Reconfigurations in DSPL?


We check the constraints on runtime variability to learn about the most commonly used approaches and their context. When classifying the papers, a significant problem arose related to the initial classification of this RQ presented in the SMS protocol [35], since there were dimensions with different granularity (some very specific and others general). Therefore, to answer this RQ, the classification was based on the guidelines by Mens et al. [46], in which the authors present a taxonomy of software variability approaches.



	
Closed Dynamic Variability: This approach aims to support the dynamic activation and deactivation of features that have been predefined in advance in the runtime variability design. A potential execution scenario can be a smart home system, where the context data collected by the installed sensors activate or deactivate some predefined features within the system, allowing it to be implemented in any smart system using sensors. In order to apply new variants to the system would require redesigning the feature model, as this approach does not support unforeseen scenarios, contexts, or features.



	
Open Dynamic Variability: This approach allows for unforeseen changes in the design variability at runtime, supporting the addition, removal, and modification of features dynamically, facilitating its application in systems that may need to cope with unforeseen scenarios (e.g., smart cities, robots). This variability mechanism supports unforeseen scenarios in a controlled manner.



	
Collaborative features: Seeks to represent features that can exchange context information at runtime for specific purposes, e.g., for real-time and critical systems or swarm systems. The main limitation of this approach is that dynamic changes are not supported.



	
No proposed approach.






Forty-eight papers (57.1%) present an approach based on Open Dynamic Variability. Thirty-two papers (38.1%) present an approach based on Closed Dynamic Variability. Three papers (3.6%) present a Collaborative features approach and one paper (1.2%) No proposed approach. See details in Figure 4 and the classification of each item according to the criteria previously defined in Table 10.




5.1.2. RQ2: What Methodologies Are Currently Used to Manage DSPL Variability during Reconfigurations?


RQ2 seeks to obtain further indications on the most used methodologies in the management of DSPLs and their runtime variability, mainly visualizing their application in self-adaptive systems. This research question will be classified according to five dimensions, which were grouped once each article was analyzed.



	
Proprietary architecture: Methodologies proposed by the authors are mainly composed of context-aware feature models. The variability in execution time is specified during the design stage. It also contains proposals for reconfigurations based on optimization models or constraint language in variability modeling.



	
MAPE-K control loop: Control loop for self-adaptive systems presented by Kephart and Chess [6], which allows managing runtime variability through machine learning. This loop consists of five stages [7]. The stages of MAPE-K control loop are presented in Figure 5.



	1.

	
Monitor: Module in charge of monitoring managed resources and collecting, grouping and filtering data. Monitoring is done through sensors, e.g. IoT devices.




	2.

	
Analyze: Module responsible for analyzing the data provided by the monitor, understanding what the current status is and whether measures should be taken to mitigate needs.




	3.

	
Plan: Module responsible for developing an action plan based on the results of the analysis, this being a set of measures that will take the system from its current state to the desired state.




	4.

	
Execute: Module responsible for the execution of the action plan and the follow-up of the measures adopted in the managed element.




	5.

	
Knowledge: Knowledge is the central node of the control loop and is accessible to all components of the loop, incorporating in addition to the data collected and analyzed, additional elements such as architectural models (in the DSPL context, feature or goal models), policies and change plans [6].







	
Third-party software: DSPL proposals that require the use of external software for their main operation.



	
Agent-Oriented Software Engineering: Proposals in which methodologies associated with software agents are applied, such as multi-Agent Systems Product Lines.



	
No specific methodology.






Fifty-one (60.7%) papers present a Proprietary architecture for managing a DSPL execution environment. Twenty-one (25%) papers present the MAPE-K control loop as a runtime reconfiguration engine. Seven papers (8.3%) present an architecture based on Agent-Oriented Software Engineering to manage DSPL environments. Four papers (4.8%) use Third-party software to manage a DSPL environment and one paper (1.2%) presents No specific methodology. See details in Figure 6 and the classification of each item according to the criteria previously defined in Table 11.




5.1.3. RQ3: What Are the Current Challenges in the Management of DSPL?


Finding the most relevant challenges will serve to develop a continuous improvement in the development of the DSPL and satisfy the main problems mentioned by the authors. Similar to question RQ1, a change was made concerning the initial classification in the SMS protocol since it was not known what challenges precisely existed in managing the DSPL. Therefore, to answer this research question, the classification will be based on the guidelines proposed by Zhang et al. [47], which proposes areas of application of the variability mechanisms. Additionally, a section related to the validations of the proposal, either in different application areas or in industrial systems, was added.



	
Techniques: While some mechanisms use general techniques supported by almost all programming languages (e.g., cloning, conditional, and module execution), other mechanisms can only be applied in programming languages or even require a specific environment or tool (Aspect Aspect Orientation, Frame Technology).



	
Open variation: Mechanisms that allow open variability can enable external developers to provide software artifacts that extend the system after compilation while allowing the kernel to be treated as a “black box” with additionally defined points of variation.



	
Explicit variation points: These are mechanisms in which the possible changes it may contain in its variability are explicitly defined.



	
Support of defaults: Seeks to support and mitigate possible errors that runtime variability can generate. For example, Zhang mentions that in some cases where the default selection at a variation point can reduce the number of variants (by one) and simplify the variation logic [47].



	
Binding time: In the software lifecycle, specific features are instantiated and bound to a variant at a specific time, either at build time (preprocessing and compilation) or run time. Maintaining a mechanism to manage binding times allows variability to be configured in advance and reconfigurations to be optimized.



	
Variant isolation: The code variants for each point of variation are written in a source file or isolated modules or files, allowing grouping, for example, of backup systems.



	
Proposal validation: Proposed frameworks to manage variability in execution time, where the methodology must be validated in several areas because they are laboratory tests.



	
Granularity: Depending on the variability mechanism used, the granularity of variants differs. Some mechanisms are based on textually describing variants or variation points, admitting any granularity in a source file. In contrast, other mechanisms impose a specific size or shape of variants within the code structure (e.g., a function, a class, or a file).



	
Non-code artifacts: Software systems include several types of artifacts in addition to code, for example, variability modeling, data files, or text files. However, some of the mechanisms presented are applicable only to code.



	
No challenges mentioned.






Twenty-four (28.6%) papers present challenges associated with Techniques. Eighteen papers (21.4%) present challenges in the area of Open variation. Fifteen papers (17.9%) present as a result the validation of the proposal. Four papers (4.8%) present challenges in the area of Explicit variation points. Three papers (3.6%) present challenges with binding time in DSPLs. Two papers (2.4%) show challenge the Variant isolation. One paper (1.2%) has challenges with Non-code artifacts. One paper (1.2%) contains challenges related to feature Granularity. One paper (1.2%) presents challenges in the area of Support of defaults and fifteen papers (17.9%) have No challenges mentioned. See details in Figure 7 and the classification of each item according to the criteria previously defined in Table 12.





5.2. Answers to PQs


5.2.1. PQ1: What Year Was the Article Published?


To highlight the evolution of DSPL-oriented proposals in recent times, we identified the year in which each paper was published, in this case, between the years 2010 and 2021. See Figure 8 for details. For papers published each year, see Figure 9.




5.2.2. PQ2: Where Was the Article Published?


To assist researchers in identifying where there are more papers in the area of DSPLs, we classified the journals or conferences that were most interested in our area of study by checking where the papers were published. The ranking of the publication question considers the Conference and Journal dimensions. Fifty-six (66.7%) papers belong to Conferences, and twenty-eight (33,3%) papers were published in Journals. The detail can be seen in Figure 10.



Moreover, we identify the publisher of each article. Thirty-five (41.7%) papers are published in ACM. Although few articles were obtained in the search performed in the IEEE data source, twenty-one papers (25%) were obtained, validating the search string. Fifteen papers (17.9%) were published in Science Direct. Nine papers (10.7%) were published in Springer, and two papers (2.4%) were published in Wiley. Due to the snowballing process, two more dimensions were obtained, obtaining one paper (1.2%) in World Scientific and MDPI, respectively. Details can be seen in Figure 11.



Also, we identified the journal or conference in which each article was published. For articles published in journals, see Figure 12; for those published in conferences, see Figure 13. The definition of each acronym will remain in Appendix C.



Next, we present a thorough analysis of the journals and conferences. First, in the case of the journals, twenty-eight papers came from eighteen journals, which were classified according to their indexing (Wos or Scopus). Figure 14 shows the distribution of the journals according to their indexing. Figure 15 shows the distribution of the journals indexed in WoS JCR quartiles.



Secondly, in the case of the conferences, fifty-six papers came from thirty-two conferences, which were classified according to their classification (ranking Qualis). Figure 16 shows the distribution of the papers, according to the Qualis ranking.






6. Discussion


This section analyzes the previous results. Section 6.1 provides an interpretation to handle the responses to the RQs and PQs. Section 6.2 analyzes the relationships between the RQs and the identified categories. A bibliometric analysis is presented in Section 6.3. Finally, Section 6.4 debates the main threats to the validity of this SMS.



6.1. Interpreting Answers to RQs and PQs


According to [3], the methodologies for managing runtime variability are in line with our classification, within which there are several challenges and execution scenarios for DSPL environments. Each of the RQs and PQs are discussed in detail in Section 6.1.1 and Section 6.1.2 below.



6.1.1. Interpreting Answers to RQs


Interpreting Answers for RQ1


According to the collected evidence for answering RQ1, the two main approaches to managing reconfigurations are: (i) closed dynamic variability (38%) and (ii) open dynamic variability (57%).



Most authors present constraints on modeling variability for closed dynamic variability in either context-aware feature or objective models. Both seek to model possible adaptation rules for the system [24,48]. Also, there are proposals related to optimization models, for example, a prediction module to plan system adaptations [49], and reasoning engines [50], such as a SAT solver to check the satisfaction of the required reconfiguration concerning the feature model, seeking to analyze if any rule integrated into the model does not break.



In the case of open dynamic variability, there are several proposals; where most of them are based on learning future reconfigurations through machine learning [7,39,40,51,52,53,54,55,56,57,58,59,60,61], or some variant through software agents, generating Multi-Agent Systems Product Lines (MAS-PL) environments to manage the system through autonomous agents [62,63]. There are proposals associated with modeling constraints, such as [64], which proposes an approach to unify design and runtime adaptation based on aspect-oriented modeling through a metamodel of unified aspects of a platform that performs processes to achieve design and runtime adaptations. The approach associated with collaborative features, proposes a family-based analysis that simulates all product variants of a DSPL simultaneously, at runtime, on recent environmental inputs to obtain an estimate of the quality of service that each variant of the product would have had if it had been run at runtimeref [65].



Finally, the Figure 17 shows an increase in approaches based on open dynamic variability. Also, we can observe a decrease in proposals based on closed dynamic variability. This decrease could be due to the limitations generated by limiting the number of reconfigurations for self-adaptive systems.




Interpreting Answers for RQ2


According to the evidence provided by RQ2, most authors use their own methodology to manage a DSPL environment (61%). Most of these proposals are based on constraints mentioned in the variability modeling, using context-aware feature models, optimization models, or adaptation rules, among others. For example, the DAMASCo proposal seeks to provide reconfiguration to support specific runtime failure situations, grouping services into families that facilitate the selection and use of similar services in case of failures [66]. There are also DevOps-based architectures for reconfiguring self-adaptive systems [67].



The second majority of the work is in the MAPE-K control loop (25%). Shen presents variations of the control loop, including a metamodel to express the variability between the SPL and the self-adaptive system [68]. An instantiated model includes the business requirements, context, and adaptation logic. Nascimiento designs the variability of SPLs with the common variability language (CVL), which communicates with an architectural tool diagram similar to the UML component diagram, which communicates with the MAPE-K control loop for reconfiguration [69]. Most articles in the Agent-Oriented Software Engineering category worked under the MAS-PL methodology to manage variability.



The above classification identifies two main approaches for managing variability: the MAPE-K control loop and FMs.



As mentioned in Section 5.1.2, the MAPE-K control loop corresponds to an autonomous control loop. Its main objective is to propose a framework to monitor, analyze, plan and execute reconfigurations in the software, storing the log of each step in a knowledge node, promoting the linkage with Machine Learning techniques.



Runtime variability management techniques associated with FMs have several variations, with several approaches having the same goal of managing the runtime variability of a system. Most of these systems store within the models specific variation points that the software can assume. For example, FCORE, a model-based approach, facilitates the coordination of adaptations between variability-intensive systems [70]. The allowable runtime reconfigurations of each system are specified using an FCORE model, combining the FMs used in the DSPL with the goal models. Then, the previous models are converted to constraint satisfaction problems for determining conflicts and synergies between system adaptations during execution. Lochau et al. [71] propose an approach based on extended feature models (EFMs) for simple FMs with feature attributes, binding times, and corresponding constraints. All model transformations have been implemented using eMoflon, a meta-CASE tool for model-based software development.



Among the most used approaches based on FMs to manage software reconfigurations are the Context-aware Feature Models (CFMs). This approach contains two modeling stages, the FM and the context model, which allows for providing an autonomous (pre) planning and execution of the reconfiguration of a product at runtime according to contextual requirements identified for the DSPL [72]. An extended context-aware feature modeling (eCFM) is proposed by [73], which can identify common design flaws in DSPL FMs by identifying how these features behave over time.



Although the MAPE-K control loop and CFMs are two independent approaches, combined proposals address both CFMs and the MAPE-K control loop [74]. Table 13 shows a contrast between the proposed approaches with FMs and the MAPE-K control loop. In Figure 17, we can observe that the principal methodology applied to manage DSPLs is the MAPE-K control loop, the most widely used to manage dynamic environments.




Interpreting Answers for RQ3


Based on the gathered evidence for RQ3, it is possible to state that the main challenges in the management of DSPLs are based on techniques. According to [75], empirical research should be performed to obtain more realistic probability distributions of real-time constraints because most proposals are performed in a test environment, affirming what was mentioned by [13]. Also, there is a need to validate the proposals, either in an industrial environment or in different test cases, expanding the application areas of the proposed approach.



In the case of challenges related to the area of open variation, most proposals seek to improve existing approaches. For example, the proposal of Sharifloo to implement the evolution model offered by MAPE-K and automating the support for learning and evolution, defining three edges associated with the definition of safe operational limits, sandboxing, and verification of the variability associated with a self-adaptive system at runtime [39]. According to [76], it is necessary to use some mechanism to recognize new context entities and insert them into the adaptation rules.



From Figure 17, we can visualize an increase in the challenges associated with open variation and a decrease in static approaches, such as the definition of explicit variation points. Finally, we can state that the area of open dynamic variability is constantly increasing, and attempts are made to minimize the use of closed dynamic variability due to its limitations in reconfigurations. The works that do not mention challenges are related to applying an open dynamic variability.





6.1.2. Interpreting Answers to PQs


Interpreting Answers for PQ1


According to the gathered evidence to answer PQ1, we can note that from 2010 to 2018, there was a continuous growth in the number of published papers. Then, between the years 2019 to 2020, the number of articles did not exceed five per year, obtaining a notorious decrease in the year 2020, recovered in the year 2021 with seven papers. A possible interpretation could be that management of DSPLs is still booming, and the pause in the publication for 2019 and 2020 may be due to external causes, such as the pandemic generated by COVID-19. Another cause could be that the research led to more specific subtopics that we have not captured in this paper due to the limitation of the application area towards self-adaptive systems. Whether these ideas are confirmed or not, much more extensive bibliometric research is required.




Interpreting Answers for PQ2


Based on the evidence collected to answer PQ2, we can remark that more than 65% of the papers were published at conferences. The SPLC (twelve papers), SEAMS (five papers), VaMoS (four papers), and SBES (four papers) seem to be the most relevant conferences for variability management in DSPL. The rest of the conferences only registered two or one paper each. On the other hand, approximately 30% of the papers were published in a journal. The most important journals seem to be Journal of Systems and Software (five papers), ACM SIGPLAN Notices and Science of Computer Programming (three papers each), IEEE Software and Journal of Software: Evolution and Process (two papers each). The remains of the journals register only one paper each. Finally, the most relevant publishers were ACM, IEEE, and Science Direct. In the classification of the conferences according to the Conference ranks web site http://www.conferenceranks.com/, under the Qualis ranking (accessed May 2022). Sixteen conferences or workshops are not classified because several workshops are inactive and therefore are not indexed under the CORE or Qualis ranking. For details, see Figure 16.






6.2. Relationships between RQs


Next, we refer to how selected papers respond to each RQ. A Sankey diagram is shown in Figure 18. This diagram represents the relationships between the approaches to runtime variability management (RQ1), the applied methodology (RQ2), and the existing challenges mentioned by the authors (RQ3). The Sankey diagram allows focusing on the flows within a system.



The first vertical axis represents the approaches defined for RQ1. These approaches consider closed dynamic variability, open dynamic variability, collaborative features, and No proposed approach to manage runtime variability. The second vertical axis represents the methodology defined for RQ2. The methodologies comprise a Proprietary architecture, the MAPE-K control loop, Agent-Oriented Software Engineering, the use of Third-party software, and works with No specific methodology presented. The third vertical axis represents the challenges defined for RQ3. These challenges considered Techniques, Open Variation, Proposal Validation, Explicit Variation Points, Support of defaults, Variant Isolation, Granularity, Binding Time, Non-code Artifacts, and works that do not mention challenges.



The variability mechanisms (RQ1) and the methodology applied to manage DSPL (RQ2) are intrinsically related. Twenty-nine papers related to closed dynamic variability are managed based on a proprietary architecture, where variability modeling constraints and optimization models to improve the variant selection process predominate. To a lesser extent, three papers used third-party software. In the case of open dynamic variability, twenty-one papers considered the MAPE-K control loop. Nineteen papers are under a proprietary architecture, most of which are based on optimization models to compute the best reconfiguration that satisfies the environment requirements. Proposals managed under Agent-Oriented Software Engineering, with six papers, ending with one work associated with third-party software and non-specific methodology. The management of runtime variability through Collaborative features is addressed in two papers with their own architectures to manage a DSPL environment. One paper presents an approach based on Agent-Oriented Software Engineering. Finally, the paper that does not propose an approach to manage variability because it only presents problems and challenges exposes a theoretical model with the edges the architecture should contain.



The relationship between the methodologies for managing DSPLs (RQ2) and their challenges (RQ3) presents seventeen papers defining a Proprietary architecture. Also, these papers highlight challenges in Techniques, such as [48], that present the need to apply DSPL concepts to build adaptive multi-cloud environments, i.e., cloud systems composed of services that operate through different providers. Nine papers present challenges concerning Open variation, seeking to extend the concept of closed dynamic variability towards an open one. Proposal Validation is highlighted by eight authors, who mention that such an architecture should be validated in the industry or the application areas should be extended. To a lesser extent, there are challenges in the area of Explicit variation points, where the need to apply the context variability approach presented for the dynamic behavior of the features is exposed. It mentions that the context functions must be activated and deactivated depending on the context conditions [77]. Two papers present the need for challenges in Variant isolation and Binding times in their architectures. One architecture presents the need to apply defined granularity to variants and Support defaults. This need considers traceability and history of DSPL evolutions to support the reversal of faulty reconfigurations or to apply proactive adaptations [78]. Finally, nine architectures do not mention challenges.



The challenges for methodologies using the MAPE-K control loop include eight papers presenting challenges in Open variation. According to [7], we must consider four main problems for automatic reconfigurations using MAPE-K: the need for extensive training data, low initial performance in the case of online learning, active exploration, and the fact that real-world problems are not necessarily Markov Decision Processes (MDP). The validation of the proposal is linked to five papers. Three authors mention challenges concerning Techniques; how is the case of [51] that proposes to apply online learning algorithms to continuously refine the performance influence models to changing context specifications at runtime. To a lesser extent, there are challenges with non-coded artifacts, where [79] proposes to extend the compiler’s static analysis to perform other relevant analyses, such as consistency checks and the integrity of DSL instances. Challenges are also expressed concerning explicit variation points, a proposal to improve the models by taking into account the need to add or modify variants and variation points of a feature model in conjunction with the MAPE-K control loop [57]. Finally, three papers do not mention challenges.



The methodologies associated with Third Party Software present two challenges in the area of techniques: explicit variation points and one proposal validation. The Agent-Oriented Software Engineering, only one challenge is mentioned in the areas of Binding Time, Open Variation, Techniques, and Proposal validation. Lastly, three documents are intended to validate the proposal. Within the proposal that does not mention methodology, it presents as a challenge in the area of Techniques; the problem of the SCT language (State to Constraint Transition) occupied in the open dynamic variability approach is still related to the time requirements. This limitation comes from the inability of the constraint programming paradigm to support the various aspects of time [80].




6.3. Bibliometric Analysis


We conducted an initial bibliometric analysis of the selected papers. This analysis pretends to achieve knowledge of the most relevant terms and authors and their relationships. Figure 19 allows a first impression of the scope of the selected papers showing a simple weighted word cloud. This word cloud was generated from the titles of the selected papers, considering the fifty most relevant terms. The results align with this study’s scope (e.g., adaptation, configuration, dynamic, reconfiguration, runtime, self-adaptive, and variability, among others).



In addition, the most relevant concepts were extracted from the titles of the selected papers. To do this, we used a web service called Termine, which is freely available from the academic domain of the University of Manchester, and it is based on the C-/NC-value method [81]. A total of 153 relevant terms was obtained. A top 40 list of terms is shown as an example in Table 14, ordered by relevance (score) in descending order. Through the bibliographic analysis obtained by keywords and terms, we visualize topics associated with DSPLs to model variability mainly through feature models and their subsequent adaptation through constraints. Software Product Lines is considered the most relevant term since DSPLs are a specialized area.



The results support the appropriateness of the inclusion of the selected papers in our study. Next, Figure 20 and Figure 21 show two maps about the most relevant terms and authors. We used the VOSviewer tool to build them.



6.3.1. Most Relevant Terms


Figure 20 shows the relationship between the most relevant terms for variability management in DSPL for self-adaptive systems from the keywords of the selected papers. The relevance of each term corresponds to the circle size. The color of each circle shows the evolution of terms over time. The Figure considers 6 clusters, including the 25 most relevant terms. Furthermore, we built a thesaurus to focus on specific methodological and technological concepts, unifying the terms and all their variants under a single term (e.g., terms such as runtime adaption, runtime adaptability, and runtime reconfiguration).



Through the clusters, a connection between keywords and titles can be visualized, keeping as the main axis of the DSPLs the modeling and management of runtime variability, there being a strong connection between self-adaptive systems, variability and the MAPE-K loop. Between 2010 and 2015, a connection between service-based software systems and self-adaptive systems is generated, observing topics such as constraint programming or formal languages. Between 2015 and 2017, a boom is visualized in DSPLs proposals with main focus on runtime variability and its modeling. There is a connection between DSPL proposals with the MAPE-K control loop, to manage system reconfigurations. Between 2017 and 2022, there is a connection of DSPLs with cyber-physical systems that required dynamic management of requirements, generating an evolution of DSPL application areas. Certain Software Engineering criteria are also taken into account, such as the design and development stages through reuse, touching on topics such as optimization through mathematical models to manage variability.




6.3.2. Most Relevant Authors


Figure 21 shows the relationships between the 100 most relevant authors in the variability management in DSPL for the domain of the self-adaptive system. The size of the circles corresponds to each author’s number of published papers, and their color shows the evolution of these collaborations over time. The clusters show the interactions between authors working together.





6.4. Threats to Validity


This section will discuss mitigation techniques to minimize the effects of some well-known limitations and threats to the validity of the secondary studies [82].



6.4.1. Descriptive Validity


This validity criterion ensures that observations are described objectively and accurately independent of the researcher. The mitigation techniques considered:




	
The information to be collected was structured using various forms of data extraction (for RQs and PQs) through a Google Sheets data spreadsheet to support uniform data recording and ensure the objectivity of the data extraction process.



	
Weekly meetings were carried out to unify critical concepts with the research and classification criteria, answer any questions and demonstrate how to carry out the process. All the researchers and assistants participated in these meetings.









6.4.2. Theoretical Validity


This validity criterion is associated with the ability to obtain the information to be captured. The associated mitigation actions considered:




	
We built a search string and adapted it to the five data sources defined.



	
We defined a set of exclusion and inclusion criteria to ensure objectivity in the selection process, in addition to performing cross-checks among researchers to visualize the applicability of the criteria.



	
We considered that including articles written in English and discarding studies in other languages could have a minimal impact on this criterion.



	
The scope of the study was expanded with a first snowballing search review, according to the guidelines provided by Wohlin [42], obtaining sixteen additional papers for the study.









6.4.3. Generalizability


This validity criterion refers to the ability to generalize the results to the entire domain. The associated mitigation actions considered:




	
We assured that the scope of RQs was broad enough to identify and classify results on different DSPL approaches, regardless of specific cases, and industry type, among others.



	
We used taxonomies by other authors to classify two of the three RQs.









6.4.4. Interpretive Validity


Given the data, this validity criterion is met when the study’s conclusions are reasonable. The associated mitigation actions considered:




	
Both researchers reviewed and validated the conclusions of the study.



	
A researcher with expertise in the area of variability management in SPL assisted us in interpreting the data.









6.4.5. Repeatability


This validity criterion ensures that the research process is sufficiently detailed and that its results can be replicated comprehensively. The associated mitigation actions considered:




	
We designed a detailed protocol (see Section 4), so those other researchers can repeat the whole process.



	
We published the protocol through the arXiv platform [35], so those other researchers can replicate the process and corroborate the results.











7. Conclusions


This article presented a systematic mapping study on variability management in DSPLs for Self-Adaptive Systems from 2010 to 2021. We selected 84 articles that met the inclusion and exclusion criteria. We defined three RQs to summarize the proposals according to approaches to manage runtime variability, the methodology used to manage the DSPL environment, and the current challenges generated by that application. Also, we defined two PQs to show some bibliographic characteristics of the collected papers.



We found that within the approaches to manage runtime variability, open dynamic variability predominates and, to a lesser extent, closed dynamic variability. Within the methodologies for managing DSPLs, it can be stated that the MAPE-K control loop is the backbone of most proposals associated with open dynamic variability. Concerning closed dynamic variability, some proprietary architecture is usually used, of which the generation of constraints in the modeling, through context-aware feature models, predominates. As the main areas of challenges, the need to improve techniques to manage variability stands out, either through the application of optimization models [23], validation in model consistency [79], improving the quality of service to seek more optimal reconfigurations [65], among others. Secondly, one can visualize challenges with open variation due to optimization issues in reconfigurations with open dynamic variability [51], one seeks to change from a system with closed variability to an open one. We observed that papers related to DSPLs are usually published in conferences, with a comparison of 70% versus 30% of publications in journals. The bibliographic analysis shows that the SPLC is the most relevant conference, and the Journal of Systems and Software is the most relevant journal in the area.



In future work, we plan to generate an architecture that meets the challenges mentioned in this SMS. Specifically, to generate a hybrid reconfiguration engine, which allows describing static reconfigurations in a context-aware feature model with adaptation rules and also the MAPE-K control loop, merging the closed and open dynamic variability methodologies, avoiding the problems associated with the limitation in reconfigurations and the problems mentioned by [7,83,84]. We also intend to conduct an empirical study on validating the proposals to manage variability in DSPLs, similar to [13], because we repeatedly found in this study papers mentioning the need to validate the proposal.
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Appendix A


Table A1 presents a summary of the related work, considering the goal, RQs, time span, the number of papers included, and the main results.
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Table A1. Summary of related work.






Table A1. Summary of related work.





	Ref.
	Goal
	RQs
	Time Span and #Papers
	Results





	[9]
	Provide a review on how to capture variability in DSPLs and how these models behave at runtime.
	RQ1: How is requirements variability modelled in approaches for Dynamic software product lines? RQ2: How does the variability configuration process occur in dynamic software product lines?
	2006–2015 #54 papers
	The author states that most studies use feature models to capture the variability of DSPLs. For changes in system variability, we obtained that 12 studies occupy NFRs as a guide. However, there are 12 studies that do not specify how they would address this issue.



	[31]
	This research aims to identify how SPL engineering has been applied along with the IoT paradigm.
	RQ1: How are software product lines (SPL) being applied in the context of the Internet of Things (IoT) systems? RQ2: How is the variability management (VM) of SPL carried out in IoT systems? RQ3: Which approaches, frameworks or platforms use SPL in IoT systems?
	2006–2018 #56 papers
	In the SPL context, through domain engineering, a problem space is described to represent customized SPL products for IoT through feature models that extend to a multi-perspective process with variation points, variants, relationships and constraints, applied in application engineering.



	[32]
	The study seeks to understand how dynamic derivation is performed in DSPL, by defining the inputs needed to perform dynamic derivation, describing what makes up these inputs, and understanding the process for performing dynamic derivation.
	RQ1: What are the needed inputs to perform the dynamic derivation in DSPL? RQ2: How do the models, approaches and methods of software engineering address the dynamic derivation problem in DSPL? RQ3: Are the inputs to the dynamic derivation generated in an automatic way?
	2005–2012 #20 papers
	The entries for dynamic derivation can be grouped into two parts. The first, a reconfiguration plan that has information about the changes to be made at runtime. The second part are the features that are the artifacts that change at runtime, where to perform the dynamic derivation a configurator is used, where the most used is the MAPE-K loop.



	[13]
	To provide a review the status of the evaluation of reported Variability Management (VM) approaches and synthesize the available evidence on the effects of the reported approaches.
	RQ1: How have the variability management approaches in SPLE been evaluated? RQ2: What is the quality of the reported evaluations of the variability management approaches? RQ3: What evidence is available about the effects of variability management approaches?
	1990–2007 #97 papers
	The authors state that the evaluation of the presented approaches is less rigorous from a scientific point of view, such as "application of examples", "experience report" and "discussion". This finding indicates a general lack of robust evaluation of most approaches.



	[33]
	To provide a study that aims to characterize and identify existing research on the use and exploitation of Software Engineering and SPL engineering.
	RQ1: In which fora is research on integrating or combining SO and SPLE principles and practices published? RQ2: What is the focus and objective (motivation) of the existing research results on integrating or combining SO and SPLE principle and practices? what are the identified characteristics of the possible exploitation? RQ3: What are the domains and contexts applied in these proposals? RQ4: What types of research and contribution are represented?
	2000–2011 #81 papers
	The main research focus of the identified studies have been service variability modeling, service reuse, service identification, service configuration and customization, dynamic software product line and adaptive systems, where most of the studies have focused on service variability modeling and adaptive systems, applying SPLE principles and approaches. In addition, most of the studies are solution proposals (41.4%) and conceptual proposals (23.4%), with the main focus on modeling and variability management.









Appendix B


Table A2 presents some details on the selected papers, including paper ID, title, authors, publication year, source, and publisher.
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Table A2. List of selected papers.






Table A2. List of selected papers.





	ID
	Title Authors Year Source Publisher





	SP1
	Comparing Configuration Approaches for Dynamic Software Product Lines. Guedes G, Silva C, Soares M. 2017. SBES’17: Proceedings of the 31st Brazilian Symposium on Software Engineering.



	SP2
	Learning and Evolution in Dynamic Software Product Lines. Sharifloo AM, Metzger A, Quinton C, Baresi L, Pohl K, 2016, SEAMS, ACM.



	SP3
	Optimal Reconfiguration of Dynamic Software Product Lines Based on Performance-Influence Models. Weckesser M, Kluge R, Pfannemüller M, Matthé M, Schürr A, Becker C, 2018, SPLC, ACM.



	SP4
	Tailoring Dynamic Software Product Lines Rosenmüller M, Siegmund N, Pukall M, Apel S, 2011, ACM-SN, ACM.



	SP5
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	Acronym
	Conference/Workshop Title





	AFRICATEK
	International Conference on Emerging Technologies for Developing Countries



	AICCSA
	ACS/IEEE International Conference on Computer Systems and Applications



	CEIT
	International Conference on Control, Engineering & Information Technology



	COMPSAC
	Annual International Computer Software and Applications Conference



	Cyber Incident
	International Conference on Cyber Incident Response, Coordination, Containment & Control



	ECSA
	European Conference on Software Architecture



	ECSAW
	European Conference on Software Architecture Workshops



	EMAS
	International Workshop on Engineering Multi-Agent Systems



	DAIS
	IFIP International Conference on Distributed Applications and Interoperable Systems



	FAS*W
	International Workshops on Foundations and Applications of Self Systems



	FOSD
	International Workshop on Feature-Oriented Software Development



	HASE
	International Symposim on High Assurance Systems Engineering



	ICAC
	International Conference on Autonomic Computing



	ICISA
	International Conference on Information Science and Applications



	ICOSST
	International Conference on Open Source Systems and Technologies



	ICSR
	International Conference on Software Reuse



	IIAI-AAI
	IIAI International Conference on Advanced Applied Informatics



	INFOCOM WKSHPS
	Conference on Computer Communications Workshops



	INTECH
	International Conference on Innovative Computing Technology



	IRI
	International Conference on Information Reuse and Integration



	MATES
	German Conference on Multiagent System Technologies



	RAM-SE
	Workshop on Reflection, AOP and Meta-Data for Software Evolution



	SAC
	Annual ACM Symposium on Applied Computing



	SANER
	International Conference on Software Analysis, Evolution and Reengineering



	SBES
	Brazilian Symposium on Software Engineering



	SCC
	International Conference on Services Computing



	SEAMS
	Symposium on Software Engineering for Adaptive and Self-Managing Systems



	SPLC
	International Systems and Software Product Line Conference



	VACE
	International Workshop on Variability and Complexity in Software Design



	VaMoS
	International Workshop on Variability Modelling of Software-Intensive Systems



	UCC
	International Conference on Utility and Cloud Computing



	WAS4FI-Mashups
	International Workshop on Adaptive Services for the Future Internet and International Workshop on Web APIs and Service
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	Acronym
	Journal Title





	ACM-SN
	ACM SIGPLAN Notices



	AHN
	Ad Hoc Networks



	CHB
	Computers in Human Behavior



	COM
	IEEE Computer Society



	C&EE
	Computers & Electrical Engineering



	ESA
	Expert Systems with Applications



	IEEE-S
	IEEE Software



	IJSEKE
	International Journal of Software Engineering and Knowledge Engineering



	IST
	Information and Software Technology



	JBCS
	Journal of the Brazilian Computer Society



	JSERD
	Journal of Software Engineering Research and Development



	JSS
	Journal of Systems and Software



	KBS
	Knowledge-Based Systems



	PCS
	Procedia Computer Science



	SEaP
	Journal of Software: Evolution and Process



	SEN
	Sensors



	SoCP
	Science of Computer Programming



	SoSyM
	Software & Systems Modeling
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Figure 1. SPL framework, stages and interactions. 
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Figure 2. SMS process. 
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Figure 3. SMS Selection process. 
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Figure 4. Approaches to managing runtime variability in DSPL. 
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Figure 5. MAPE-K control loop. 
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Figure 6. Methodologies for managing DSPLs. 
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Figure 7. Challenges in managing DSPLs. 
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Figure 8. Number of papers published by year. 
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Figure 9. Selected papers published by year. 






Figure 9. Selected papers published by year.



[image: Applsci 12 10240 g009]







[image: Applsci 12 10240 g010 550] 





Figure 10. Number of articles according to the sources where they are published. 
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Figure 11. Number of papers according to publisher. 
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Figure 12. Papers published in journals. 
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Figure 13. Papers published in conferences. 
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Figure 14. Journals according to their indexing. 
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Figure 15. Journals according to WoS JCR quartil indexation. 
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Figure 16. Conferences according to their indexing in Qualis ranking. 
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Figure 17. Relationship between approaches to managing runtime variability and the evolution of challenges to manage DSPLs between the years 2010 to 2021. 
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Figure 18. Relationships between approaches to runtime variability management (RQ1), applied methodology (RQ2), and challenges mentioned by the authors (RQ3). 






Figure 18. Relationships between approaches to runtime variability management (RQ1), applied methodology (RQ2), and challenges mentioned by the authors (RQ3).



[image: Applsci 12 10240 g018]







[image: Applsci 12 10240 g019 550] 





Figure 19. Weighted word cloud from titles of selected papers. 
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Figure 20. Relationship between the 25 most relevant terms. 
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Figure 21. The most relevant authors and their relationships. 
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Table 1. Differences between SPLs and DSPLs.
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	Software Product Lines
	Dynamic Software Product Lines





	SPLs are used in systems where variability behaves statically.
	DSPLs are used in software systems where variability is constantly changing.



	Variability management provides a description of the possible systems that can be produced.
	Variability management provides the definition of various system adaptations at runtime.



	Market segment identifies the common set of software products to be developed using the SPL approach.
	Variation points specified identifies the level of reconfigurations supported by the DSPL.



	The approach provides a framework for a set of individual software systems with common features.
	The approach provides a unique system, which describes the basis for possible adaptations.



	SPLs has two stages, domain and application engineering.
	DSPLs have two life cycles, the engineering stage and runtime variability management.
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Table 2. Differences between runtime variability for SPLs and DSPLs.
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	Variability in SPL
	Runtime Variability in DSPL





	Activation/deactivation of system features prior to deployment.
	Activation/deactivation of system features after deployment.



	Adding and removing features in SPL design engineering.
	Adding and removing features at runtime.



	To make a change to the system variability, the product must be instantiated from the design engineering phase in SPL.
	Provide optimal reconfiguration of the possible points of variation of the system.
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Table 3. Overlapping RQs for related work.
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	Ref.
	RQ1
	RQ2
	RQ3





	[9]
	∼
	
	



	[31]
	
	∼
	



	[32]
	
	✓
	



	[13]
	
	∼
	



	[33]
	
	
	✓
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Table 4. Research Questions, aim and classification scheme.
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	Research Questions
	Aim and Classification Schema





	RQ1. What approach was used to apply constraints during software reconfigurations in DSPL?
	Collect information on the type of practices used to maintain system stability during DSPL reconfigurations: Closed Dynamic Variability, Open Dynamic Variability, Collaborative features, No proposed approach.



	RQ2. What methodologies are currently used to manage DSPL variability during reconfigurations?
	Identify how the variability model communicates with the running system to visualize reconfiguration changes: Proprietary architecture, MAPE-K, Agent-oriented software engineering, Third-party software, No specific methodology.



	RQ3. What are the current challenges in the management of DSPL?
	Highlight the main challenges to properly manage the dynamic variability of DSPL: Techniques, Open variation, Explicit variation points, Support of defaults, Binding time, Variant isolation, Proposal validation, Granularity, Non-code artifacts, No challenges mentioned.
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Table 5. Publication Questions and main goals.
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	Publication Questions
	Aim and Classification Schema





	PQ1. What year was the article published?
	Highlight how DSPL research has evolved over the years. Years with more publications: 2010–2021



	PQ2. Where was the article published?
	Identify the journals and conferences most interested in the study of the DSPL, analyzing the most predominant of them and publishers.
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Table 6. Publication Questions and main (Accessed Thursday 5th May 2022).
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	Library
	URL





	ACM Digital Library
	dl.acm.org



	IEEE Xplore
	ieeexplore.ieee.org



	Science Direct
	sciencedirect.com



	Springer Link
	springer.com



	Wiley Inter-Science
	onlinelibrary.wiley.com
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Table 7. Search string, total results (Accessed Thursday 5th May 2022).
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	Library
	Result





	ACM Digital Library
	765



	IEEE Xplore
	74



	Science Direct
	485



	Springer Link
	5511



	Wiley Inter-Science
	1011



	Total Result
	7846
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Table 8. Inclusion criteria.
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	ID
	Criteria





	IC1
	Articles published between 2010–2021.



	IC2
	Papers written in English.



	IC3
	Type of paper:



	
	
	
Proceeding.



	
Journal.



	
Conference Paper.



	
Chapter LNCS (Lecture Notes in Computer Science).








	IC4
	Papers with more than one version, only the latest version will be included.



	IC5
	Papers whose abstracts deal with Dynamic Software Product Lines or reconfigurations in Software Product Lines for self-adaptive systems.



	IC6
	Topic:



	
	
	
Computer Science.
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Table 9. Exclusion criteria.
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	ID
	Criteria





	EC1
	Articles written before 2010.



	EC2
	Articles not related to Software Product Lines.



	EC3
	Secondary researches (If they exist and are relevant to the research, they will be added as related work).



	EC4
	Papers without access.



	EC5
	Duplicate papers will be excluded.



	EC6
	The following types of items will be excluded:



	
	
	
Tutorials.



	
Short papers with less than four pages.



	
Abstract.



	
Poster.



	
Paper in progress (incomplete).



	
Book and book chapter.
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Table 10. Selected papers and approaches to managing runtime variability in DSPL.
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	Approaches for Applying Runtime Variability Constraints in DSPL
	Selected Papers





	Closed Dynamic Variability
	SP1, SP4, SP5, SP6, SP7, SP10, SP11, SP12, SP13, SP14, SP15, SP17, SP18, SP19, SP20, SP21, SP24, SP27, SP29, SP32, SP37, SP44, SP46, SP49, SP55, SP59, SP62, SP68, SP69, SP70, SP73, SP78.



	Open Dynamic Variability
	SP2, SP3, SP8, SP22, SP23, SP25, SP26, SP28, SP30, SP31, SP33, SP34, SP36, SP38, SP39, SP40, SP41, SP42, SP43, SP45, SP47, SP48, SP50, SP51, SP52, SP53, SP54, SP56, SP57, SP58, SP60, SP61, SP63, SP64, SP65, SP67, SP71, SP72, SP74, SP75, SP76, SP77, SP79, SP80, SP81, SP82, SP83, SP84.



	Collaborative features
	SP9, SP16, SP35.



	No proposed approach
	SP66.
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Table 11. Selected papers and methodologies for managing DSPLs.
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	Methodologies Used to Manage DSPL Runtime Variability
	Selected Papers





	Proprietary architecture
	SP1, SP4, SP5, SP6, SP7, SP9, SP10, SP11, SP13, SP15, SP17, SP18, SP19, SP20, SP21, SP24, SP26, SP27, SP29, SP31, SP32, SP35, SP37, SP41, SP43, SP44, SP45, SP46, SP48, SP49, SP52, SP54, SP55, SP59, SP60, SP62, SP63, SP64, SP65, SP66, SP67, SP68, SP70, SP71, SP72, SP73, SP74 SP78, SP81, SP83, SP84.



	MAPE-K control loop
	SP2, SP3, SP8, SP23, SP28, SP30, SP33, SP34, SP36, SP39, SP40, SP42, SP50, SP57, SP58, SP61, SP75, SP77, SP79, SP80, SP82.



	Third-party software
	SP12, SP14, SP25, SP69.



	Agent-Oriented Software Engineering
	SP16, SP38, SP47, SP51, SP53, SP56, SP76.



	No specific methodology
	SP22.
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Table 12. Selected papers and DSPL management challenges.
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	DSPL Management Challenges
	Selected Papers





	Techniques
	SP1, SP3, SP4, SP5, SP6, SP7, SP9, SP10, SP12, SP15, SP19, SP20, SP22, SP25, SP27, SP42, SP46, SP50, SP53, SP63, SP64, SP65, SP70, SP78.



	Open variation
	SP2, SP8, SP23, SP26, SP30, SP32, SP35, SP36, SP38, SP40, SP54, SP57, SP66, SP67, SP68, SP72, SP80, SP81.



	Explicit variation points
	SP11, SP14, SP24, SP39.



	Support of defaults
	SP13.



	Binding time
	SP16, SP18, SP49.



	Variant isolation
	SP21, SP59.



	Proposal validation
	SP34, SP43, SP44, SP45, SP48, SP55, SP60, SP61, SP69, SP74, SP75, SP76, SP79, SP82, SP84.



	Granularity
	SP37.



	Non-code artifacts
	SP58.



	No challenges mentioned
	SP17, SP28, SP29, SP31, SP33, SP41, SP47, SP51, SP52, SP56, SP62, SP71, SP73, SP77, SP83.
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Table 13. Comparison between feature model-based approaches and the MAPE-K control loop.
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	Criteria
	FM-Based Approaches
	MAPE-K Control Loop





	Allows describing possible system states
	✓
	



	Allows to change the variability of a system at runtime
	✓
	✓



	Allows to store the record of changes in variability
	
	✓
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Table 14. Weighted concepts extracted from the titles of the selected papers.






Table 14. Weighted concepts extracted from the titles of the selected papers.





	Rank
	Term
	Score
	Rank
	Term
	Score





	1
	software product line
	53.12
	21
	component-based adaptation approach
	1.58



	2
	dynamic software product line
	49.41
	21
	model-based runtime adaptation
	1.58



	3
	product line engineering
	4.71
	21
	dynamic aspect variability
	1.58



	3
	dynamic software product lines
	4.71
	21
	reified contextual information
	1.58



	4
	feature model
	4
	21
	industrial cyber-physical system
	1.58



	6
	adaptive software architecture
	3.17
	21
	runtime software adaptation
	1.58



	7
	software product line design based approach
	2.58
	21
	adaptive fault tolerance
	1.58



	8
	dynamic software product line approach
	2.32
	21
	brazilian female perspective
	1.58



	8
	maintainable dynamic software product line
	2.32
	21
	self-adapting mobile system
	1.58



	8
	goal-driven software product line approach
	2.32
	21
	product derivation process
	1.58



	8
	dynamic software product lines based
	2.32
	21
	modeling contextual variability
	1.58



	12
	software product line engineering
	2
	21
	multiobjective evolutionary algorithm
	1.58



	12
	clustering feature model based
	2
	21
	self-adaptive software system
	1.58



	12
	runtime variability mechanism based
	2
	21
	multiobjective optimization algorithm
	1.58



	12
	autonomic web service composition
	2
	21
	efficient consistency checking
	1.58



	12
	software product line-based approach
	2
	21
	feature-oriented variability reconfiguration
	1.58



	12
	software product line infrastructure
	2
	21
	safe runtime adaptation
	1.58



	12
	state-constraint transition modelling language
	2
	21
	multimedia content adhering
	1.58



	12
	cyber-physical system
	2
	21
	dynamic adaptive system
	1.58



	20
	feature models
	1.95
	40
	dynamic modeling
	1
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