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Abstract: Smart health systems typically integrate sensor technology with the Internet of Things,
enabling healthcare systems to monitor patients. These biomedical applications collect healthcare
data through remote sensors and transfer the data to a centralized system for analysis. However,
the communication between the edge node and the mobile user is susceptible to impersonation
attacks in mobile edge computing (MEC) for the biomedical application. For this purpose, we
propose a detection mechanism for medical and healthcare services, i.e., reinforcement learning for
impersonation attacks. We construct a system model of MEC, a key generation model (KGM), and an
impersonation attack model (IAM). In addition, we also design an impersonation attack detection
algorithm based on the SARSA technique under the IAM. In our proposed work, the SARSA-based
method outplays the detection of impersonation attacks in the dynamic environment compared to
the traditional Q-learning technique. Finally, we evaluate the false alarm rate (FAR), miss detection
rate (MDR), and average error rate (AER) in the hypothesis tests to compare the performance of our
proposed method with the traditional Q-learning. In comparison to the classic Q-learning based
technique, simulation experiments show that the suggested approach can avoid impersonation
attacks in a dynamic environment for medical and healthcare services. The results also indicate that
the SARSA technique has a high detection accuracy and low average error rate compared to the
conventional Q-learning based approach.

Keywords: network security; encrypted traffic identification; deep learning; convolutional neural network

1. Introduction

With the drastic advancement of biomedical applications and digital healthcare, many
secure wireless communication problems arise while enhancing the information processing
rate. Distributed systems in healthcare services increasingly require increasing demand for
high data rates and real-time communication. Moreover, cloud computing can no longer
meet heterogeneity, low delay, and other network requirements [1–3]. With this context,
mobile edge computing (MEC) came into being that extends cloud computing to the edge
of the network [4–6]. It is used to enhance the system efficiency and solve the problems of
weak geographic information perception ability, mobility, and provide low delay [7].

Nevertheless, MEC is more vulnerable to impersonation attacks by malicious users. In
an impersonation attack, an illegal edge node or mobile user pretends to be the legitimate
node and sends data to other network nodes for illicit gains. Traditional security solutions,
such as access control, key management, digital signature, and identity authentication,
require high complexity, maintenance, and management. The security of traditional au-
thentication technology mainly depends on the mathematical computation complexity of
an encryption algorithm, but with the development of quantum computers, this technology
is facing the risk of being breached. Moreover, the traditional authentication technology
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has great limitations in the MEC environment. The computing resources of each node are
limited and cannot satisfy the complex encryption and decryption algorithms.

Several mobile users in the fields of healthcare and biomedical applications commu-
nicate with edge nodes through wireless channels in the MEC environment. However,
the open characteristic of wireless network makes it highly vulnerable to impersonation
attack. Malicious users forge legitimate user identities to obtain administrative frame or
control frame messages, and then launch other malicious attacks. Due to wireless media,
the communication between edge nodes and mobile users can face numerous security
challenges such as a man-in-the-middle attack, impersonation, hijacking, and eavesdrop-
ping attack. As the wireless network environment becomes dynamically complex and
unknown, it is difficult to obtain the channel model or parameters, and it is difficult for the
receiver to select an appropriate detection threshold for sender identity authentication. The
impersonation attack detection method based on unsupervised learning in a physical layer
can learn the optimal detection threshold in an unknown communication environment
and improve detection performance, so it is more suitable for the development of wireless
communication in the future. By introducing a reinforcement learning algorithm, the best
detection threshold can be obtained by adaptive spoofing attack detection using current
perception information in a dynamic unknown environment. The main advantages of
Q-learning-based methods over other algorithms are optimality effects and generality. At
present, most studies on impersonation attack detection based on deep reinforcement
learning are based on discrete detection threshold analysis, while the continuous control
of the detection threshold based on deep reinforcement learning lacks relevant literature
research, and the related detection performance needs to be analyzed. In an MEC environ-
ment, physical layer authentication is usually used to protect the secure communication
of mobile users. The authentication scheme mainly includes device-based features and
channel-based features.

In recent years, researchers have taken advantage of physical layer characteristics
and have relied on signal processing and encoding modulation to secure communication.
This can help us to establish a secure transmission between mobile users and edge nodes.
Remarkably, the physical layer key generation technology can directly realize the key
generation between two communicating parties, eliminating key management center and
key distribution procedures. The physical layer security (PLS) utilizes code modulation,
key generation, key consistency, and encryption/decryption to ensure secure information
by enhancing the security performance of MEC. Based on the PLS, the impersonation attack
detection (IAM) algorithm is proposed in this work. In summary, the main contributions of
this paper are given as follows:

• An impersonation attack model (IAM) in MEC is constructed. The model assumes
that attackers (edge nodes or mobile users) can perform active impersonation attacks,
meeting the subsequent experiments’ requirements.

• According to the established model and hypothesis test, an IAM is proposed to
optimize the threshold and achieve impersonation detection in a dynamic envi-
ronment. We propose a SARSA algorithm based on reinforcement learning that
realizes the detection action and can defend against the impersonation attack in a
dynamic environment.

• We analyze the miss detection rate (MDR), false alarm rate (FAR), and an aver-
age error rate (AER) with the SARSA algorithm and compare to the traditional
Q-learning method.

• The experimental results show that our proposed scheme has a higher detection
accuracy and lower AER, effectively preventing the impersonation attack compared to
the traditional Q-learning-based approach.

The rest of the work is structured as follows. Following the introduction, we outline
the related work in the next section. After the related work, the system model is illustrated,
which is further subdivided into the impersonation attack model and security model. The
system model is followed by the hypothesis test and detection method, which includes
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the hypothesis test and impersonation detection method. Afterward, we describe the
simulation experiments that include the receiver utility, receiver’s test threshold, analysis
of MDR, analysis of FAR, and analysis of AER. In final section, the paper is concluded.

2. Related Works

MEC can provide mobile users with a variety of services, including storage, computing,
and data transmission. However, when sending data using an open wireless network, there
will be a denial of service (DoS), interference, eavesdropping, data leakage, and other secu-
rity issues. To address these issues, researchers have proposed a variety of solutions. For
instance, in [8], the authors proposed an edge computing data protection model, enabling
edge devices in other regions to share and securely access the resources. However, the
computational complexity is higher in the proposed method. Ullah et al. [9] suggested an
access tree design and attribute-based signature technology to achieve ciphertext updating
and computing outsourcing in MEC. Nevertheless, there are still security vulnerabilities,
and attackers can effortlessly impersonate legitimate mobile users or edge nodes. Alrawais
et al. [10] proposed an encrypted key exchange (EKE) protocol that combined the CP-ABE
method and digital signature technology to achieve security goals such as identity veri-
fication, confidentiality, and access control. Similarly, Paharia et al. [11,12] investigated
a defense architecture including an edge layer to preclude DoS attacks between mobile
users and cloud computing, improving network performance. However, the authors fail to
consider the security threat between mobile users and the edge layer.

Artificial intelligence technology can adapt to attack detection in dynamic unknown
environments by using current perceptual information for trial-and-error learning. The
detection method based on reinforcement learning algorithms can obtain higher detection
performances in an unknown communication environment, so it is more suitable for the
development of future wireless communication. Pan et al. [13] proposed a physical layer
authentication method based on a machine learning and channel-based scheme. Only
in specific industrial scenarios can the scheme show strong security and low computing
energy consumption. Xie et al. [14] comprehensively introduced the technologies and
theories related to physical layer authentication in wireless communication.

In various wireless systems, malicious users pose security threats to other users
through disguised attacks. He pointed out that wireless communication leads to more
security vulnerabilities due to its open nature and put forward some suggestions for current
wireless systems. There are two main types of physical-layer-oriented authentication
technologies. The first is to embed the identity information into the transmission signal,
through the identity information for authentication [15–17]. Another type of approach is
to take advantage of physical layer properties inherent in wireless transport for device
authentication [18,19]. General wireless security schemes generally rely on encryption
algorithms and protocol layer authentication, but there is no feasible scheme for security
threats of physical layer vulnerabilities and interfaces. Therefore, Hou et al. [19] used the
time-varying carrier frequency offset feature in the physical layer authentication process,
and designed an adaptive device identification method.

The physical layer key generation (PKG) method can generate a key having character-
istics of reciprocity, uniqueness, and randomness of channel state information (CSI). Both
the transmitter and receiver use a common key to send and receive information. The works
in [20–23] presented a key PKG method, which is an important research content in wireless
system security, achieving secure communication. For instance, Eberz et al. proposed a
secret key generation (SKG) scheme in [24], which can prevent man-in-the-middle (MITM)
attacks by encrypting and authenticating the wireless channel. Chen et al. [25] proposed
an effective channel information extraction algorithm to avoid interference and noise that
could reduce the key disagreement rate (KDR), achieving the goal of improving SKG.
Sudarsono et al. [26] studied the key generation scheme and extracted a secret key bits
stream from the received signal strength (RSS) in wireless network communication, which
caused the KDR to lower. However, the environment in MEC is dynamic. The mobile
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user’s constant movement leads to changes in the channel, affecting the SKG. Hence, it is
difficult for the receiver to determine the legality of the signal in a dynamic environment.
To that end, this paper proposes a reinforcement learning algorithm for impersonation
attack detection (IAD) to obtain the optimal strategy in a dynamic environment.

3. System Model

To study the IAD problem, we design an IAM between the edge and mobile user layers.
A security model based on the CSI is considered a reference for the detection method. In
the proposed scheme, we begin by demonstrating the concept of IAM and then move on to
discuss the security model.

3.1. Impersonation Attack Model (IAM)

The IAM proposed in our work is illustrated in Figure 1. This model is composed of
several mobile users and edge nodes. In a MEC environment, the users (nodes) commu-
nicate with each other through wireless networks. We consider x legitimate nodes (edge
node or mobile user) and y illegitimate nodes (edge node or mobile user). In our proposed
network, the total number of nodes (legitimate + illegitimate), including mobile users and
edge nodes, is represented by N∗. However, N∗ is further divided into the set of X and Y to
differentiate legitimate and illegitimate mobile users and edge nodes, respectively. Hence,
the set of all the legitimate nodes including edge nodes and mobile users is represented by
X, which is given by

X = {1, 2, 3, . . . , x}, x ∈ N∗, (1)

and the set of all the illegitimate nodes, including edge nodes and mobile users, is repre-
sented by Y, which is given by

Y = {1, 2, 3, . . . , y}, y ∈ N∗. (2)
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In summary, the illegitimate users/nodes are those users/nodes that pretend to be
legal users/nodes and send data to legitimate nodes/users. Hence, the impersonation
attack is assumed by such behavior of illegitimate nodes.
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3.2. Security Model

As shown in Figure 2, in order to ensure the wireless communication security between
edge nodes and the end-user, the PKG method is used to generate the secret keys [20–23].
This model assumes that the edge node and the end-user node use a time-division duplex
(TDD) for communication purposes. Initially, the nodes send multiple training signals to
each other in a particular time slot and obtain channel characteristics such as CSI during
the channel estimation phase. It is necessary to determine whether the received CSI is
legal or not before quantization. Thus, IAD is introduced. If it is an impersonation attack
signal, the proposed model will estimate the channel and obtain CSI. Otherwise, it will
conduct de-correlation and re-sampling on the legitimate CSI. Afterward, it performs the
quantization step to quantify the sample value into the binary initial key bit sequence.
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The physical layer key generation method includes the following steps:

• The transmitting and receiving nodes send training signals to each other for channel
estimation to obtain CSI and determine whether they are impersonator signals or
authentic signals.

• The legitimate signals received are quantified.
• A part of the quantized data are used as the initial key.
• The two parties (sender and receiver) perform key consistency negotiation to correct the

quantization-mismatched output bits, thereby obtaining the same key to communicate.
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The filtered signals are transferred to the upper layer because the impersonation
attack is roughly detected at the physical layer by building the security model. Hence, the
communication and computation overhead is significantly reduced. Consequently, the
overall system performance is improved in our proposed method.

4. Hypothesis Test and Detection Method

By building the IAM in the previous section, we need a hypothesis test to be established
at the receiving end. Consequently, the detection method based on the SARSA algorithm is
explained in the following subsections.

4.1. Hypothesis Test

From IAM, it is known that the edge node and mobile users estimate their CSI and
extract the channel vector after receiving the training signals in the channel estimation stage.
Therefore, the transmitted training signals received by the receiver is known as the channel
vector and is denoted by βb

a. Furthermore, each channel vector received by the receiver is
recorded as a channel record donated by γb

a . In addition, the W
(

βb
a

)
is the channel gain of

the nel vector of the training signal sent by the legal nodes, and H1 represents the channel
vector of the training signal sent by the illegitimate nodes. Thus, the hypothesis test is
established as follows.

H0 : W
(

βb
a

)
≥ Z(E,F), (3)

H1 : W
(

βb
a

)
≥ Z(E|F,I), (4)

where E, F, and I represent the edge node, end-user, and impersonation attacker, respec-
tively. Z(E,F) denotes the estimated channel gain of the legitimate mobile user, and Z(E|F,I)
is the estimated channel gain of the potential impersonation attacker. CSI is unique and
represents the channel’s state. Therefore, βb

a and γb
a are also uniquely determined. On this

basis, the statistic of the hypothesis test is

D
((

βb
a

)
,
(

γb
a

))
=
‖
(

βb
a

)
−

(
γb

a

)
‖

2

‖
(
γb

a
)
‖2 . (5)

where ‖ · ‖ is the Frobenius norm and D is the normalized Euclidean distance be-
tween βb

a and γb
a . We compare D

((
βb

a

)
,
(

γb
a

))
with the test threshold, denoted by λ.

If D
((

βb
a

)
,
(

γb
a

))
< λ, it is considered as a legitimate user; otherwise, it is considered to

be an attacker. The hypothesis test from Equations (3) and (4) can be expressed by

D
((

βb
a

)
,
(

γb
a

))
< λ⇒ H0, (6)

and
D
((

βb
a

)
,
(

γb
a

))
> λ⇒ H1. (7)

By establishing the above hypothesis test to detect impersonation attack and compar-
ing D

((
βb

a

)
,
(

γb
a

))
with the test threshold λ, we can judge whether each training signal

received by the receiver is legitimate. It is assumed that the accuracy of the IAD is related
to the threshold value. The larger the threshold value, the higher the MDR, whereas the
smaller the threshold value, the higher the FAR. Therefore, the impersonation detection
method is introduced in the following subsection.

4.2. Impersonation Detection Method

The Q-learning algorithm is an off-policy algorithm, whereas the SARSA algorithm
is an on-policy algorithm [27]. Both of them are reinforcement learning algorithms that
optimize the IAD strategy to a certain extent in a dynamic environment. Using continuous
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learning, the proposed method selects an optimal test threshold to detect impersonation
attacks. According to the SARSA algorithm, the receiving ends choose specific suboptimal
actions on each state with the probability of ε based on the ε-greedy strategy. In the ε-greedy
strategy, the receiver perceives the state in each time slot, which is denoted by L, and
detects the legitimate and illegitimate nodes in each state. Upon perceiving the state, it
performs action randomly with a probability of ε and decides the optimal action with a
1− ε. In short, the probability of choosing a more significant action value is 1− ε. Hence,
the probability is given as

P(λ) =
{

1− ε, λ = λ∗,
ε
L , λ ∈ {l/L}, λ ≤ l ≤ L, λ 6= λ∗,

(8)

where λ represents the test threshold value and is selected from L + 1 states, i.e., λ ∈ {l/L}.
In each state, regardless of which action is chosen, the immediate reward can be obtained as

R =
τT

∑
t=(τ−1)T+1

Ut
N(λ, κ), (9)

where T shows the number of transmitted signals in a time slot, Ut
N is the immediate utility

function, and κ is a set of training signals transmitted by illegitimate nodes. Similar to [27],
the Bayesian risk of impersonation detection, I(λ, κ), can be expressed as

I(λ, κ) = (g0(1− P1(λ))− c0P1(λ))(1−∑F
i=1 pi)+

(g1(1− P2(λ))− c1P2(λ))
(

∑F
i=1 pi

)
.

(10)

The first part of Equation (10) represents the gain of legal users, while the second part
represents the gain of illegitimate users. Here, g0, g1 represent the gain of accepting the
legal packet and the gain of rejecting the illegal packet, respectively. Likewise, c0, c1 show
the cost of rejecting the legal packet and the cost of receiving the illegal packet, respectively.
If R0 is the immediate utility gained by accepting the legal packet and R1 is the primary
utility gained by rejecting the illegal packet, then Equation (10) can be rewritten as

R0(λ, κ) = (g1 − g0) ∑F
i=1 pi − (g1 + g0)P2(λ)∑F

i=1 pi−
(g1 + c0)P1(λ)(1−∑F

i=1 pi) + g0,
(11)

and
R1(λ, κ) = (g0 − g1 ) ∑F

i=1 pi + (g1 + g0)P2(λ)∑F
i=1 pi+

(g1 + c0)P1(λ)(1−∑F
i=1 pi)− g0

(12)

In the SARSA algorithm, the discount rate η, η ∈ (0, 1) determines the importance of
future rewards, whereas the learning rate, α, α ∈ (0, 1), means the retention of previous
learning outcomes. Hence, the updated value at the receiver side can be obtained as follows.

Q(st, λ) = (1− α)Q(st, λ) + α
(

R + ηQ
(
st+1, λ′

))
(13)

and
V(st) = m Q(st, λ), λ ∈ {l/L}, λ ≤ l ≤ L (14)

The optimal test threshold is:

λ∗ = arg m Q(st, λ), λ ∈ {l/L}, λ ≤ l ≤ L (15)

The SARSA algorithm with the IAD method is detailed in Algorithm 1.



Appl. Sci. 2022, 12, 10225 8 of 15

Algorithm 1 SARSA-enabled impersonation attack detection (IAD) method

(1) Initialize ε, η, α, Q(st, λ) = 0
(2) Select λ in the current state st, t = 1, 2 . . .

(3)
Obtain the channel state information, CSI of the training signals, channel record, channel
vector, and calculate the estimated channel gains ZE,F and ZE|F,A

(4)
Calculate Euclidean distance D

((
βb

a

)
,
(

γb
a

))
. If D

((
βb

a

)
,
(

γb
a

))
≤ λ, then γb

a ← βb
a , and

accept the training signal,
(5) else, reject the signal;

(6)
Repeat steps 3 and 4 until the receiver can handle T training signals received in a
given time slot;

(7)
Go to the next state st+1, compute R using Equation (9), and update Q(st, λ) using
Equation (13);

(8) Return step 2 and repeat step 2–6 until λ is optimal.

5. Simulation Experiment

In this section, we investigate the performance of our proposed SARSA algorithm. The
receiver end achieves the analysis by analyzing the receiver utility, FAR, MDR, and AER.

5.1. Receiver’s Test Threshold

Figure 3 illustrates the change in test threshold as a function of the number of experi-
ments. It can be observed from the figure that the test threshold of IAD changes with the
increasing number of experiments. However, to realize Figure 3, we notice that in the first
100 experiments, the test threshold of IAD changes rapidly, and then it stabilizes (same
pattern) after 100 runs.
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5.2. Receiver Utility

In several experiments, it can be seen in Figure 4 that in a scenario where the legitimate
user’s channel gain ratio k is the same as the attacker’s channel gain, the greater is the
average utility of the receiving end for smaller legal training sample ρ. The figure reveals
that for 1000 experiments, the average return value at ρ = 10 is 2.4238, which is a 17%
increase compared to the average utility value at ρ = 20. The result depicts that a smaller
SINR value of the training sample yields a better experimental result. The accuracy of IAD
is improved by taking into account the SINR of legal training samples. According to the
hypothesis test, λ influences the detection accuracy, i.e., FAR and MDR. Thus, the FAR and
MDR can be expressed as

P1(λ) = 1−F 2
X 2

2M

(
2θλ

2θ2 + ωθδ2

)
, (16)
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and

P2(λ) = F 2
X 2

2M

(
2θλ

2θ2 + (1 + q)θδ2

)
, (17)

where F 2
X 2

2M
denotes the cumulative distribution function having 2M degrees of freedom.

ω is the relative variation rate in the channel gain and δ2 is the average power gain
of the received signal. θ is the SINR of the legal training sequence and q is the ratio
of the channel gain between authentic and unauthentic nodes. Furthermore, based on
Equations (16) and (17), the computation of AER is expressed as

PAER = P1(λ) + P2(λ). (18)
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In our proposed SARSA-based method, we aim to evaluate the performance of AER,
MDR, and FAR. The Q-learning algorithm is also compared with the impersonation attack
model based on the SARSA algorithm. Therefore, we need to analyze the AER, MDR, and
FAR in comparison to the traditional Q-learning algorithm. We consider a simulation area
of 20× 20 square meters. We assume that the number of nodes in the simulation area
is distributed randomly. Similar to [3], all channel gains follow the normal distribution
ς(0, 1). Moreover, we assume that T consists of 20 training signals in one time slot. For the
analysis of FAR, MDR, and AER, the initial values in the simulation environment are set to
be θ = 10 dB, ω = 3 dB, q = 0.2, and δ2 = 5.

In our recommended SARSA-based technique, we intend to investigate the FAR,
MDR, and AER. The Q-learning method is evaluated compared to the IAM based on the
SARSA algorithm. As a result, we need to examine the FAR, MDR, and AER compared
to the conventional Q-learning approach. The simulation environment is set-up with
an area of 20× 20 square meters, and the number of nodes is randomly scattered. All
channel gains follow the normal distribution ς(0, 1) [13]. It is assumed that there are
T = 20 training signals in one slot, and the center frequency of the signals is f0 = 2.4 GHz,
g0 = 6, g1 = 9, c0 = 2, and c1 = 4. The parameter values used in the SARSA algorithm are
ε = 0.1, α = 0.6, and η = 0.8. The initial values are given to calculate FAR, MDR, and AER
are θ = 10 dB, b = 3 dB, q = 0.2, and δ2 = 5.

5.3. Analysis of FAR

Figure 5 shows that FAR will yield a lower value for the smaller legal training sample
ρ in a scenario where the legitimate user’s channel gain ratio k is the same as the attacker’s
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channel gain. The reason for this is that as the SINR decreases, the channel estimation
error (CER) decreases. The CER has a direct impact on the signals’ quantization quality,
which seriously influences the subsequent calculation of the FAR. It can be observed from
the two curves in Figure 5 that with different values of ρ, the lowest value is present at
x = 9. This is due to the fact that the Q-learning algorithm slowly optimizes the threshold
in order to find the optimal threshold. As the threshold value changes from x = 1 to 9,
the FAR changes accordingly. The slope of the FAR progressively becomes smaller when
the threshold approaches the optimal threshold. However, the slope of the FAR tends to
stabilize after 400 training sessions. For ρ = 20, the FAR remains stable at about 0.225%,
which is 13% greater than ρ = 10.
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Similarly, the FAR is analyzed between the SARSA-based detection and Q-learning
method. Figure 6 depicts that the threshold changes constantly with the increase in the
number of training. Initially, the receiver has no information about the system environment;
therefore, the FAR decreases according to Equation (16). Nevertheless, during the training
phase, the receiver employs past experience detecting impersonation attacks to choose the
optimal threshold by continuously testing the environment. Thus, the optimal threshold
gradually stabilizes after reaching a number of experiments. Moreover, the dynamic
wireless channel between mobile users and edge nodes causes signal fading, resulting in
some differences in the channel vector. As a result, the FAR slightly varies but remains stable
at 20.0–20.6%. Mostly, the FAR of Q-learning algorithms is higher than that of the SARSA
algorithm. This is due to the SARSA conservative nature that finds a suitable threshold via
a continuous trial-and-error process. Hence, when detecting an impersonation attack, the
SARSA algorithm has a lower chance of misinterpreting a legal signal as an illegal signal,
resulting in a lower rejection. As a result, it accepts more legal signals at the receiving side
and improves the SKG between the communicating parties.

5.4. Analysis of MDR

As illustrated in Figure 7, when the attacker’s channel gain is equal to the legitimate
user’s channel gain, the value of MDR is lower due to higher training samples ρ of the legal
training sample ρ. Conversely, for different values of the attacker and legitimate user’s
channel gain, ρ has the highest points (9, 0.2916) and (9, 0.2735), respectively. This is due
to the fact that a smaller SINR results in smaller CERs. Thus, it has a direct impact on the
signal’s quantization accuracy and poses diverse effects on the subsequent calculation of
MDR. It can be observed from the two curves in Figure 7 that with different values of ρ, the
highest value is presented at x = 9. This is due to the fact that the Q-learning algorithm
slowly adjusts the threshold in order to find the optimal threshold. As the threshold value
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rapidly changes during x = 1 to 9, the MDR changes accordingly. The slope of the MDR
progressively becomes smaller and smaller when the threshold approaches the optimal
threshold. However, the slope of MDR tends to stabilize after 400 training sessions. For
ρ = 20, the MDR remains stable at about 0.2735%, which is 6.2% lower than that for ρ = 10.
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Moreover, the impersonation attack in the simulation environment is unknown at
the beginning, and the chosen threshold at the receiver end is small. However, as the
environment is explored and the number of training sessions increases, the test threshold
gradually rises. According to Equation (17), MDR is increased. This is due to the acquired
experience from past learning. In this manner, the increasing number of training gradually
stabilizes the optimal threshold. Nonetheless, the channel vector varies from experiment to
experiment. As a result, the MDR ranges from 28.5% to 29.0%. Figure 8 reveals that the
SARSA algorithm outperforms Q-learning by 4%–5% in terms of MDR. This is because
the SARSA algorithm is more vigilant than the Q-learning algorithm. There is also a 10%
chance of selecting the detection threshold randomly, which means that some illegal signals
may pass undetected. Consequently, the MDR of the SARSA algorithm is slightly higher
than Q-learning.
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5.5. Analysis of AER

Figure 9 depicts that a lower SINR can result in a lower AER. After 400 experiments,
the AER is stabilized at around 0.4923% when k = −3 and ρ = 10. The reason for the
high AER is that detailed simulation in the signal generation time is not performed in the
initial stage of the simulation experiment. However, a random noise generation source
and a simple random signal generation source are employed, and the subsequent signal
processing is used. Furthermore, the signal that needs to be analyzed is not sufficiently
pre-processed, resulting in a higher AER.
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20 times per round as the number of experimental rounds increases.

Similarly, as the number of experiments grows, the training signals are assessed and
constantly received at the receiver, allowing the optimal threshold for detecting attacks with
rich experience to be determined. Finally, the optimal threshold stabilizes at a particular
stage, and the AER remains essentially constant. Figure 10 depicts a comparison of AER
based on the two algorithms. It can be observed from the figure that AER based on the
SARSA algorithm is lower than that of Q-learning, implying that the SARSA algorithm
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detects legal and illegal signals at the receiving end. Hence, we can summarize that
the SARSA-based method can improve detection accuracy while reducing the risk of
impersonation attacks.
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In summary, we compared the result of our proposed SARSA algorithm with the
traditional Q-learning technique. It was found that the proposed method outperforms
the traditional algorithms in terms of FAR, MDR, and AER. For instance, the SARSA-
based algorithm achieves a 3–5% lower FAR as compared to the traditional algorithm after
200 rounds of experiments. Furthermore, the algorithm detection accuracy of SARSA is
approximately 2–3% higher than the traditional Q-learning-based technique. Consequently,
the AER based on the SARSA approach is lower than that based on the Q-learning technique.
This is due to the conservative nature of SARSA that finds a suitable threshold via a
continuous trial-and-error process. Therefore, the SARSA algorithm has a lower chance of
misinterpreting the training signal from legal or illegal users that results in a lower rejection.

We conducted a series of simulation experiments that included receiver utility, re-
ceiver’s test threshold, analysis of MDR, analysis of FAR, and analysis of AER. Compared
with traditional reinforcement learning, we can draw the following conclusions. The
suggested scheme can avoid impersonation attacks in a dynamic environment. The ex-
perimental results show that our proposed scheme has a higher detection accuracy and
lower average error rate, effectively preventing the impersonation attack compared to the
traditional reinforcement learning approach.

6. Conclusions

To study the impersonation problem between edge nodes and mobile users in edge
computing environments, an IAD method is proposed in this paper with physical layer
security technology and a reinforcement learning algorithm. By establishing the IAM in an
edge environment, a detection method based on the SARSA algorithm is designed under
the IAM, detecting impersonation attacks in a dynamic environment. The experimental
results show that the impersonation detection method based on the SARSA algorithm
is slightly higher than Q-learning in MDR, but FAR and AER are lower. In this way,
communication security is better protected between edge nodes and mobile users in an
edge computing environment with higher accuracy.
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