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Abstract: In recent years, the online selection of virtual clothing styles has been used to explore and
expand diversified personal aesthetics, and it is also an overall reform and challenge to the clothing
industry. Under the condition of the existing clothing style categories, this paper puts forward a style
classification method combining fine-grained and coarse-grained techniques. Furthermore, a new
deep neural network is proposed, which can improve the robustness of recognition and avoid the
interference of image background through the pan learning and the background learning of image
features. In order to study the relationship between the fine-grained attributes of clothing and the
whole style, firstly, the clothing types are learned to realize the pre-training of model parameters.
Secondly, through the transfer learning of the first stage of the pre-training model parameters, the
model parameters are fine-tuned to make them more suitable for identifying the coarse-grained style
types. Finally, a network structure based on the dual attention mechanism is proposed to improve
the accuracy of final identification by adding different attention mechanisms at different stages of
the network to enhance the performance of network features. In the experiment, we collected 50,000
images of 10 clothing styles to train and evaluate the models. The results show that the proposed
classification method can effectively distinguish clothing styles and types.

Keywords: superposition module; dual attention mechanism; convNeXt-SP; small-scale clothing
data set

1. Introduction

With the development of an intelligent information field and the gradual populariza-
tion of a high-speed bandwidth network (5G), more and more people have begun to pursue
the online virtual shopping [1] experience to replace offline shopping. Clothing shopping
has always been a manifestation of the human pursuit of beauty. Therefore, the realization
of the virtual online clothing experience has gradually become a research hotspot in recent
years [2,3]. The type of clothing has always been the first screening factor for clothing
purchase [4–7], such as short sleeves, skirts, and jackets. The style of clothing such as gothic
or baroque has also been considered by researchers in the field of clothing [8]; these are
some basic issues in the field of modern intelligent clothing.

In the field of clothing classification [9], many researchers have conducted a lot of
research. In combination with mechanical sensors, Willimon et al. [10] present a system
for automatically extracting and classifying items in a pile of laundry. Using only visual
sensors, the robot identifies and extracts items sequentially from the pile. The classification
procedure relies upon silhouettes, edges, and other low-level image measurements of the
articles of clothing. The accuracy rate of six kinds of clothing (pants, shorts, short-sleeve
shirt, long-sleeve shirt, socks, or underwear) classification is 59%. Willimon et al. [11]
present a novel approach for classifying items from a pile of laundry that exploits color,
texture, shape, and edge information from 2D and 3D local and global information for each
article of clothing using a Kinect sensor. They achieve a true positive rate of 90%. In terms
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of new algorithms, Yamazaki et al. [12] propose a method of clothing classification using a
single image. A set of Gabor filters is applied to an input image, and then, several image
features that are invariant to translation, rotation and scale are generated. We propose
the descriptions of the features focusing on clothing fabrics, wrinkles and cloth overlaps.
Yan et al. [13] propose an improved CNN for clothing classification, adjust the structure
of the original CNN model and increase the volume of the reel in the adjusted structure.
Wang et al. [14] propose a knowledge-guided fashion network to solve the problem of
visual fashion analysis, and they propose two important fashion grammars: (i) dependency
grammar capturing kinematics-like relation, and (ii) symmetry grammar accounting for
the bilateral symmetry of clothes. They introduce Bidirectional Convolutional Recurrent
Neural Networks (BCRNNs) for efficiently approaching message passing over grammar
topologies and producing regularized landmark layouts.

In the classification of clothing style [15–18], more and more people began to put
their energy into the study. Sun et al. [8] propose one clothing style classification research
algorithm based on a multi-core support vector machine (SVM) optimized visual word
package model.

In our work, we have studied the network setup strategy for clothing style classi-
fication and the availability of similar learning features in similar learning tasks. The
recognition accuracy of another task can be improved by transfer learning. The remainder
of this paper is arranged as follows. Section 2 introduces the related work. Section 3.1
introduces the clothing category and style classification, while Section 3.6 introduces the
lassification network of clothing types in detail. Section 4 analyzes the experimental results
of the report, produces a summary and prospects for future improvement are outlined in
Section 5.

2. Related Work
2.1. Clothes and Accessories Attributes

The attribute description of a garment is a unit of a garment [19]. Usually, a garment
is composed of texture (e.g., palm, colorblock), fabric (e.g., leather, tweed), shape (e.g., crop,
midi) and part (e.g., bow-F, fringed-H) [20]. The early attribute exploration method is to
mine clothing images with fine-grained attribute labels from online shopping malls [21]
to solve this problem [22], such as various shades of color (e.g., watermelon red, rosy
red, purplish red), clothing types (e.g., down jacket, denim jacket), and patterns (e.g.,
thin horizontal stripes, houndstooth). Clothing can be located by a number of attributes.
Conversely, it has long been realized to automatically classify multiple attributes from one
article of clothing [23]. However, our work is not to identify the clothing attributes but
to train the relationship parameters between the attributes and types of clothing during
the clothing classification operation and then obtain a neural network with the ability of
mining information, so that the neural network can deeply mine the internal fine-grained
information of unmarked clothing and realize the target parameters of pre-fitting style
classification according to the training.

2.2. Discover Style

The style types of clothing can be analyzed from different perspectives [8]. Different
unique patterns (e.g., patterns and cats) can be used as a style, different materials (e.g.,
nylon and cotton) can be used as a style, and shapes can also be used as a style [24].
However, these classification methods cannot cover all clothing styles, because the same
style of clothing also has different styles of pattern and material composition. The formation
of a style is precisely the combination of fine-grained attributes [25,26], e.g., gothic, baroque
or bohemian styles, which can be visually distinguished, but some styles of clothing are
difficult to distinguish only by vision. For example, simple style, street style and Korean
style are overlapped in some attributes. This undoubtedly increases the difficulty of
classification [13]. Our task is to find out some popular styles of clothing in the world and
train a model to match and retrieve the same style of clothing.
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2.3. Attributes in Style

No matter from clothing stores or online shopping malls, the types of clothing styles
can be divided into OL, sports, rural and other styles. These styles can be aggregated
into a limited number of specific categories [27], and these coarse-grained styles can
provide valuable fine-grained information [25,28]. That is to say, a style can contain several
sub-attributes. Generally speaking, we can study the attributes of a garment from the
perspective of upper body and lower body. The perspective of upper body can be divided
into collar and sleeve; the perspective of lower body can be divided into skirt and pants. A
collar can be divided into collar shape, neck line, etc.; a sleeve can be used as the attribute
of sleeve length. We also add a total perspective (e.g., color, one-piece, mix) to avoid the
loss of contact information between the part and the whole. This kind of relationship
data between fine-grained and coarse-grained cannot be ignored, which is also our focus.
Therefore, it is important to find a common set of attributes that fit all styles. According
to the total set, we can deduce some elements to form a kind of style through a certain
convolution neural network (CNN) mathematical model [29]. Therefore, it is our task to
obtain the accurate classification style of this mathematical model.

3. Methods and Methodology
3.1. Clothing Multiclass Classification

We propose a convolutional neural network based on the clothing category data set
to realize the classification of clothing categories. Let us start with (1) different kinds of
clothing images being marked to distinguish the category of each image. (2) Then, the
whole image is trained, and the parameters of the whole network are adjusted to make
it infinitely close to the target parameters of classification. As shown in Figure 1, it is the
overall structure of this network.

Figure 1. The total network structure of the CNN model with deep attributes.

3.2. Category Classification Network

The classification of clothing types is a basic problem in the field of modern intelligent
clothing. The purpose of this paper is to calculate the category of clothing and the semantic
attributes (e.g., color, collar type) of each parameter on the basis of removing the complex
background. In the traditional situation, classification is realized by the combination of
image feature extraction and classifier classification. For classifiers, there are two categories
and multiple categories. The common classification algorithms are SVM (support vector
machine) for linear and non-linear classification, e.g., LeNet [30], AlexNet [29], VGG [31],
GoogLeNet [32] and ResNet [33] used in the field of deep convolution neural network.
With the in-depth study of CNN, the emergence of these convolutional neural networks
has gradually improved the accuracy of image classification; compared with the traditional
machine learning algorithm, it also shows a better effect.

Due to the emergence of thousands of classification requirements for these large-scale
data sets (e.g., Imagenet) [29], the demand for the feature expression ability of convolutional
neural network algorithms is gradually higher; the deeper the network becomes, the larger
the volume is. For the classification of our small-scale clothing data set, how to ensure the
reasonable volume of the premise so that the network can maintain a good recognition
rate and convergence ability and even improve its generalization identification ability has
become our problem to solve.
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3.3. Improved Network Architecture

Our classification network is improved from ConvNeXt network, which is the best
performance feature extraction network available, and no complex structure is improved
on the basis of ResNet. The details of the network parameter settings are based on some
ideas from Transformer [34] or Swin Transformer [35]. ConvNeXt uses a lot of experimental
data to prove which settings work well, and those that work well are retained, and the
accuracy of classification by such settings alone exceeds that of Swin Transformer.

Because the volume of our data set is small and the classification type is only small,
we used ConvNeXt-T to design a network suitable for the proposed clothing category
classification. Table 1 shows the details of the proposed network parameters for clothing
category classification.

Table 1. Network structure with input image size 224 × 224 × 3.

Layer Output Size Channel Kernel Size/Stride

Convolution 56 × 56 96 4 × 4 / 4

ConvNeXt Block 56 × 56 96

d7× 7/1
1× 1/1
1× 1/1

× 3

Criss Cross Attention 56 × 56 96 -

Downsample 28 × 28 192 2 × 2 / 2

ConvNeXt Block 28 × 28 192

d7× 7/1
1× 1/1
1× 1/1

× 3

Downsample 14 × 14 384 2 × 2 / 2

ConvNeXt Block 14 × 14 384

d7× 7/1
1× 1/1
1× 1/1

× 9

Downsample 7 × 7 768 2 × 2 / 2

ConvNeXt Block 7 × 7 768

d7× 7/1
1× 1/1
1× 1/1

× 3

Spatial Attention 7 × 7 768 -

Global Avgpool 7 × 7 1024 7 × 7 /1

Full Connection 1 × 1 1000 -

The input size of the model is set as a 224× 224× 3 square image in the design. As
shown in Table 1, in the first layer of the model, the images are preprocessed, using 4× 4
convolutional kernels with a step size of 4 and a number of 96, so that the images are
scaled down in the scale direction before processing and enriched and expanded with
information in the number of channels, and Layer Normalization is performed to accelerate
the convergence of training and improve the stability of network fluctuations. Then,
the feature map will be fed into the ConvNeXT Block. There are four ConvNeXT Block
groups in the whole network structure, where the number of ConvNeXT Blocks in each
group is 3, 3, 9, and 3, respectively. A criss cross attention module is set up after the first
ConvNeXT Block group to obtain criss cross attention weight feature maps.The second to
fourth ConvNeXT Block groups are preceded by a downsample layer to adjust the size
and number of channels of the feature map, and a spatial attention module is connected
after the last ConvNeXT Block group to collect the attention weights of the feature map
in the spatial dimension.After this, we use the global average pooling operator to pool
the entire feature layer, making the spatial information of the model more representative,
avoiding overfitting in this layer, reducing computational effort, and enhancing robustness
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to changes in the input space. The last layer is the full connection layer of the model. The
full connection dimension changes with the number of categories. Each ConvNext block
uses a 7× 7 convolution kernel with a step size of 1 and the number of input channels for
deep separable convolution to learn image features while reducing computational effort.
The number of channels is then adjusted using two consecutive 1× 1 convolution kernels
of step 1. The first 1× 1 convolution kernel adjusts the number of feature map channels to
four times the number of input channels, and the second 1× 1 convolution kernel adjusts
the number of feature map channels to the number of input channels. The 7× 7 convolution
is followed by Layer Normalization, and the second 1× 1 convolution is followed by a
corrected non-linear activation unit (GELU). The Layer Normalization layer is used to
accelerate the convergence of training and increase the stability of network fluctuation. The
non-linear activation unit is used to increase the non-linear relationship between each layer
of the neural network, so that the prediction parameters can fit the real parameters and
improve the precision degree.

3.4. Dual Attention Module

As shown in Figure 2, the first one is the criss cross attention module, which obtains
the relationship of each pixel with the surrounding pixel points. The input feature map
is passed through a 1× 1 convolution kernel with a step size of 1 to obtain three feature
maps—Q, K, and V—where the number of channels of Q, and K is compressed to 1/8 the
number of input channels to reduce the amount of subsequent operations. The Affinity
operation is performed on Q, K to obtain the relationship between the pixel points in
the feature map Q and the pixel points in the same column of the feature map K peers
independent of the channel. Such an operation is performed for each position in Q, i.e.,
a new feature map of size [(W + H − 1)×W × H], denoted as D, can be obtained.The
softmax operation is performed on D to make the contribution of each position more
explicit, and the feature map is obtained as A. The interrelationship between positions has
been obtained after the operation as above.

The Aggregation operation is performed next, which involves the operation of two
special evidence maps, A and V. AµεRW+H−1 denotes the feature vector at position µ in the
feature map A, and φµ_i denotes the feature vector at layer i of feature map (i = 1, 2, ..., C)
at position µ in the feature map consisting of pixels in the same column as their peers,
φµ_iεRW+H−1(i = 1, 2, ..., W + H − 1). Multiplying Aµ and φµ_i vectors one by one and
performing such an operation, we can obtain the criss cross attention weights with feature
map size C×W × H. The obtained feature maps with the criss cross attention are subjected
to an element by element summation operation with the original map.

The second one is the spatial attention module, which obtains the attention weights
on the spatial dimension. The input feature value map is subjected to maximum pooling
operation and average pooling operation to obtain two feature maps, respectively; then,
the two feature maps are stitched together, and the number of channels is adjusted to 1 by
a 1× 1 convolution kernel with a step size of 1. to obtain the spatial attention weights. The
obtained spatial attention weights are multiplied with the original map.

With the above two attention modules, the multi-scale feature extraction of the net-
work training process can be enhanced to make the network performance superior, and
the specific proof can be referred to the Experimental section. Compared with the tra-
ditional feature extraction methods, it has good anti-overfitting performance and good
generalization ability without expanding the data, it can avoid the phenomenon of gradient
divergence when the layers are deepened, and more importantly, it increases the expression
of feature information.
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Figure 2. The attention module structure involved in this paper.

3.5. Multiclass Classification and Prediction

In the traditional sense, the classification tasks of a CNN network are mostly seen
in single labels and single tasks. For example, the single label classification of a garment
has only shirts, which can be summarized in the category of multiclassification. Let L =
{λ1, λ2, ..., λn} be the limited sample space of classification (data set containing n images),
L, where a sample element λi = {(X(i), Y(i))|XεX , YεY}, where X = {x(1), x(2), ..., x(N)}
denotes the sample space of all images in the data set, and N denotes the category classifi-
cation of clothing in the data set. Y = {y(n)|yε{0, 1}} denotes the sample space of label
data in the data set.

At the end of the model, we use softmax classifier to classify the clothing categories.
For the multi classification data set, we can use the average information entropy to evaluate
its overall quality effect. The training capacity is not easy to converge, and the complexity
of the data distribution in the data set is calculated, whether it is stable and uniform. If the
data information is more complex and there are more types of different situations, then this
information entropy is relatively large. On the contrary, the simpler the data information is,
the less kinds of different situations appear; then, this information entropy will be relatively
small. We mark the number of clothing types or styles in the data set as (x1, x2, ..., xn). The
training probability of each species in the total data set is marked as (p1, p2, ..., pn). Then,
we can obtain the formula:

Havg(X) = − 1
N

N

∑
x=1

p(xi) · log2 p(xi) (1)

where X denotes the original input data set, and N denotes the number of types of tags
contained in the data set. We set a threshold W. If the value of H(x) is below the threshold,
the image data marks are better, the distribution is regular, the quality is high and the
convergence is easy. So, we can choose the training data set as the training data set first;
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otherwise, the error rate of the data set marking is high, and the content is complex.
Therefore, it is difficult to train the image data set with this kind of data set, and the effect
is not good.

The input of softmax classifier is the output value I = {y1, y2, ..., yn|nεN} of the last
layer of the network, where N is the number of channels in the last full connection layer.
Softmax makes a complex weighted sum and non-linear processing of the input values and
then obtains a probability distribution as the final output of the neural network:

ŷ = so f tmax(yi) =
eyi

∑n
j=1 eyj

, n = N (2)

In this way, we can obtain the probability value ŷ(i) belonging to each category and
then take the input one-hot coding label as the target probability y′(i), y′ε{0, 1}; then, we
can obtain the batch loss function L of cross entropy of each batch M:

L(y′, ŷ) = − 1
M

N

∑
x
(y′(x) log ŷ(x)

+(1− y′(x)) log(1− ŷ(x)))

(3)

3.6. Clothing Style Classification

In this paper, we transfer the parameters of the pre-trained clothing type model and
propose a convolutional neural network based on the clothing style data set to realize the
clothing style classification. First of all, (1) we mark the images of different styles of clothing
to determine the information that needs attention. Then, (2) we train the labeled clothing
image to realize the transfer learning and fine-tuning training of the model. Finally, (3) the
network assistant of a pseudo twin structure is put forward to strengthen the diversity of
the clothing style classification. It is the overall structure of the clothing style classification
network.

3.7. Classification Network of Fashion Style

The classification of clothing style is a hot topic in the field of clothing. It consists of
separating the styles of some clothing in the world with mathematical models. The purpose
is to serve customers better. They can freely choose their favorite styles in daily clothing
purchase or help designers in their style design. There are very fuzzy conditions to define
the style of clothing in artificial classification. For example, in the national style, there are
a wide range of areas to explore. There are many ethnic groups in the world, and there
are very big differences between the costumes of different nationalities, which leads to the
style having no rule to follow. For example, when two styles are close, that hinders the
classification.

As shown in Figure 1, the clothing style classification network designed by us will have
two forms. The first is to use the ConvNeXt-SP network designed by us to use the clothing
category classification model for transfer learning and then carry out training, which can
have a much better effect than non migration learning. The second is to use a dual attention
mechanism network model to perform multi-task training. Here, a fully connected layer
is added to the feature map obtained by the final global average pooling, which is then
connected in the channel direction and then subjected to classification operations. This
kind of network can have better performance in feature expression.

3.8. Transfer Learning Process

In our research, we found that there is a strong internal relationship between the
classification of clothing types and styles, because there are many similar characteristics
between them. Therefore, we can use the method of transfer learning [36] to assist us
in the training of style classification model, so as to help the model converge faster and
have higher accuracy. First, we train the models on large categories; that is, the models
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are trained in the field. We label the target domain of species as Ds = {xi, yi}n
i=1, and the

distribution of its value domain is P(xs). We label the auxiliary domain as Dt = {xj}n+m
j=n+1,

and the distribution of its value domain is P(xs). The data distribution P(xs) and P(xt)
of these two domains is different; that is, P(xs) 6= P(xt). However, they share similar
characteristics, so we can use transfer learning to obtain the knowledge of Ds in the target
region with the help of Dt knowledge. Our source domain here is the DeepFashion [20]
data set, while the target domain is the Style10 data set.

In the first stage, we trained the model of clothing classification, in which the model
has learned a lot of clothing features. Then, based on these features, we find out the
common feature representation between the source domain and the target domain, and
we use these features to transfer knowledge to obtain our final clothing style classification
model.

4. Experiments
4.1. Data Set and Augmentation

When training and testing the clothing category classification network model, we
used DeepFashion, which is a high-quality and large-scale clothing data set opened by the
Chinese University of Hong Kong. The data set was obtained by the DeepFashion website
[37]. This data set contains 289,222 diverse clothes images from 46 different categories.

The DeepFashion data set classifies clothes of the same type with the same attributes.
Each image maintains the original aspect ratio, and the length of the longest side is resized
to 300 pixels. As shown in Table 2, all images of 46 categories are coded according to the
category number. Nowadays, it is difficult to define and classify the styles of clothing in
the field of clothing, and there is no authoritative organization to count the categories of
clothing styles in the world. In the DeepFashion data set, there is an attribute named style,
which contains several categories. However, the categories involved are too general to
be representative (e.g., art, angeles, cat, etc.). If we assume that the style is s, when other
styles of clothing contain s element, it will appear that the category cannot be specifically
distinguished. The specific embodiment is that if we take cat as a style, all clothing
containing cat will be classified into one category. For example, if cat is included in pastoral
style, street style or sports clothing, it will be classified into one category. Obviously, this
practice is not representative and unscientific. Therefore, we constructed a data set named
Style10 to train and test our CNN model as well as to evaluate the performance of the
proposed method. The Style10 data set contains a total of 10 clothing styles commonly
seen today, including bohemian, camouflage, Chinese style, college, dress, ethnic, hip hop,
professional, small fragrance and sports; each style contains almost 5000 images and 50,000
images in total. We resized the longest edge of each image to 224 pixels and labeled a
portion of the image in order to remove distracting backgrounds using deep learning-based
foreground extraction algorithms. The foreground extraction algorithm based on deep
learning we are talking about here used DeepLabv3+ [38]. The steps are as follows: take
3000 images from the Style10 data set as the training data set for labeling, with only two
categories of labels: foreground and background, where the foreground is the part of the
person and the background is the other part, and use the labeled data set to train the
DeepLabv3+ model. The trained model is applied to the entire Style10 data set to segment
the foreground and background, and then using the segmented mask, it is easy to create
images that retain only the foreground. Then, we randomly select 30,000 images as the
train set, 10,442 images as the verification set and 9558 images as the test set.
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Table 2. Extract of image name and label in DeepFashion data set.

ImageName Category Name Label

0000001.jpg Skirts 0000010...000
0000002.jpg Blouses_Shirts 0000000...010
0000003.jpg Cardigans 0010000...000
0000004.jpg Denim 0100000...000
0000005.jpg Dresses 0000000...100
0000006.jpg Jackets_Coats 0000100...000

Through the experimental experience of the researchers, it is found that a series
of changes such as distortion, flipping, scaling, and color space transformation of the
data set image can be used to expand the data, generating similar but different training
samples. This can increase the training data but also prevent the problem of over fitting.
Then, it is possible to rearrange the data set randomly to reduce the correlation between
adjacent samples’ sex. In this way, the robustness of the detection can be enhanced, and the
generalization ability of the model can be improved, so that the convergence of the model
can be accelerated.

Through rotation, horizontal flip, and shift, the operation expands the training set
data, as shown in Figure 3.

Figure 3. Data set augmentation.

By flipping the image angle or cutting it differently, the region to be detected can be
matched with a model compatible with multi-angle scenes when training the model, which
weakens the relevance of the object’s position; similarly, the color space transformation
can reduce the sensitivity of the model to the image color, that is, to weaken the relevance
between color and goal.

4.2. Device and Training

The experiment is carried out in the following environment: the hardware device uses
NVIDIA Tesla A100 GPU, the software platform uses Ubuntu 16.04 as the operating system,
the programming language is Python 3.8, and the Pytorch 1.11.0 framework is used to
realize our convolutional neural network.

4.3. Category Classification Network

The AdamW optimizer is used in multi-class classification network training. The
learning rate will first go through the warm-up of an epoch, and the warm-up rules are as
follows:

Lr = f ∗ (1− α) + α (4)

where f is set to 0.001, and α changes with step. The specific change rules are as follows:

α = Stepk ÷ (W · s) (5)

where W represents the total number of warm-up epochs set, which we set as 1, and S
represents the total number of steps. After the warm-up of the epoch, we set the initial



Appl. Sci. 2022, 12, 10062 10 of 15

learning rate at 0.0005 and trained 50 rounds. During the training, the learning rate was
adjusted according to Cosine annealing.

After 50 rounds of training, our ConvNext-Tiny network with dual attention has an
accuracy of 66.97% in the DeepFashion validation set; thus, it can be seen that the training
of the model has a good convergence.

4.4. Style Classification Network

In our work, our style classification network comes from the migration and learning
of a multi-label classification network. First, we train the original ConvNeXt-Tiny network
on the Style10 data set for 100 rounds. The learning rate of the style classification network
and the configuration of the optimizer are consistent with that of the category classification
network. Then, we continued to train the ConvNeXt-Tiny network with dual attention
on the Style10 data set for 100 rounds. Their accuracy on the validation set is 65.98% and
66.17%, separately. As shown in Figures 4 and 5, the effect of the confusion matrix for the
original ConvNeXt-Tiny network and the ConvNeXt-Tiny network with dual attention was
validated on the test set of the Style10 data set, respectively. It can be seen that the accuracy
of the detection has been improved.

Finally, with the help of the model that trained 50 rounds on the DeepFashion data
set, we used transfer learning to make the ConvNeXt-Tiny network with dual attention
train 50 rounds on the Style10 data set. Finally, the accuracy rate of the verification set is
69.66%, and the network’s ability to identify clothing style has been greatly improved. The
effect of the confusion matrix validated on the test set for the ConvNeXt-Tiny network with
dual attention performing transfer learning is shown in Figure 6, and it can be seen that the
training of the model has a good convergence effect.

Figure 4. The confusion matrix ConvNeXt-Tiny network on the Style10 test set.
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Figure 5. The confusion matrix of ConvNeXt-Tiny network with dual attention on the Style10 test set.

Figure 6. The confusion matrix of transfer learning of ConvNeXt-Tiny Network with dual attention
on the Style10 test set.
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We further compare our method with existing methods on the Style10 val set. Table 3
compares the accuracy of the different light-weight methods on the validation set and the
running time of predicting an image separately. The results show that our method has a
good balance of rate and time.

Table 3. Comparision of results on the Style10 val set.

Methods Precision CPU

VGG19 59.60% 1224 ms
GoogleNet 63.41% 185 ms
Resnet50 65.67% 549 ms

DenseNet201 65.59% 771 ms
SWIN-T 64.75% 744 ms

ConvNeXt-T(baseline) 65.98% 635 ms

Ours w/o transfer 66.17% 752 ms
Ours w/ transfer 69.66% 752 ms

4.5. Result

With the clothing category classification, we train the ConvNeXt network with dual
attention with the DeepFashion data set. Within 25 epochs, our network converges rapidly
and tends to continue to decline at the end of the training. The accuracy rate on the
validation set is also gradually improved in the process of training, reaching the accuracy
rate of about 66.97% at the end of the training. The reason why it does not exceed 0.8 is that
the data classification in the DeepFashion data set is not clear enough, and there are often
hybridized situations. We can see that each image is predicted correctly, but the confidence
level is too low. Part of the reason is that the number of training iterations is too few and the
data set is not regular enough. However, on the whole, the clothing classification network
designed by us can converge well and has good recognition robustness after a short period
of 50 rounds of training, so as to achieve the goal we expect. We saved the model trained
on the DeepFashion data set for subsequent transfer learning.

We trained ConvNeXt-Tiny and ConvNext-Tiny with dual attention in the Style10
data set for 100 epochs. The validation set accuracy for ConvNeXt-Tiny was 65.98% and
for ConvNeXt-Tiny with dual attention was 66.17%. The performance is improved with
the addition of two attention modules. Then, we used the model trained for 50 rounds on
DeepFashion and made ConvNext-Tiny with dual attention network train for 50 rounds
on Style10 by means of transfer learning. It can be seen from Table 3 that there is a very
obvious improvement. With the help of transfer learning, ConvNeXt-Tiny with dual
attention achieved 69.66% accuracy on the Style10 validation set.

However, our proposed ConvNeXt network with dual attention still achieves a high
accuracy in the actual detection. We have tested and verified 10 images of different clothing
types. Below each image is the clothing category name predicted by the network and the
confidence level of the category.

With the clothing style classification, we select Style10 data set to train the model and
record the change of the validation set accuracy value during the training process. It can
be seen that the ConvNeXt network with dual attention using transfer learning is fast and
effective in terms of convergence speed and degree; it shows that our assumption of using
clothing types to transfer training clothing style is correct, and it can be used to improve
performance in different aspects in the future. In the second place is the ConvNeXt network
with a dual attention classification network, which combines ConvNeXt network and dual
attention. This network does not use transfer learning in the training process, but its effect
is better than ConvNeXt network without transfer training.

From this, we can see that the purpose of using clothing types to transfer training
clothing style can be achieved, and the effect is very ideal. It shows that the relationship
between the fine-grained attributes of clothing and the whole style is close. As long as
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the fine-grained attributes can be reasonably mined, an ideal result can be achieved. The
excellent performance of ConvNeXt network with a dual attention structure also confirms
the rationality of feature combination. It can be predicted that the effect of transfer learning
on the ConvNeXt network with dual attention is better than that of the ConvNeXt network
with dual attention that did not use transfer learning.

5. Conclusions

The classification of clothing categories and styles has always been a problem to be
optimized in the field of intelligent clothing, which is closely related to people’s demand
for beauty appreciation and pursuit of the frontier, and it is also an industrial upgrading
to change the old concept of the clothing industry. In online one-to-one services, we need
to ensure an accurate classification of semantics and images to help users have a good
service experience. In this paper, we propose a high accuracy classification method in the
complex image background. We design ConvNeXt network with dual attention to improve
the accuracy of clothing classification. In the process of model parameter training, the
clothing attributes are refined gradually, which makes the parameters have strong clothing
expression ability. Then, through transfer learning, the model parameters are fine-tuned,
so that the fine-grained expression of parameters can be closer to the style attributes of
clothing, so as to strengthen the internal relationship between categories and styles and
achieve the goal of coarse-grained style classification. In order to achieve the requirements
of more accurate prediction, we design a dual attention network structure to enhance the
performance of the model. By incorporating different attention mechanisms in the shallow
and deeper layers, respectively, we enhance the model control of global information, and
the final image representation is enhanced. The results show that the proposed model and
classification method can effectively predict the types and styles of clothing and exceed
existing algorithms in models with similar volumes. For more classification requirements
that may appear in the future, our model and method are also forward-looking and have
flexible diversity regarding processing ability.
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