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Abstract: With the development of ship intelligence, the frequency of upgrading the marine engine
room simulator, which is essential for crew training, has increased. Traditionally, the data processing
unit (DPU) of the marine engine room simulator is upgraded by manually downloading the firmware.
This makes the hardware maintenance high-cost. In this paper, we first propose a WAN-based
firmware upgrade system to enable secure over-the-air upgrades of DPUs and reduce operation
and maintenance costs. A distributed hardware structure is given to manage DPU in the simulator
via the Internet. We have designed two methods of firmware upgrades, automatic upgrades and
remote upgrades. In automatic upgrades, the DPU can download new firmware upgrades from the
web server through the router. By designing a series of mechanisms including code rollback, code
backup and code confirmation, the In-Application Programming (IAP) technique is realized through
the Internet. Firmware upgrades have good fault tolerance mechanisms to ensure that the emulator
can still work in the event of an upgrade error. In remote upgrades, we upgrade the DPU firmware
through the remote control center. We assessed the performance of the system by measuring the
success rate of DPU upgrades, upgrade time and performance after the upgrade. The results show
that the DPU upgrade success rate is close to 100% and performance is as good as expected. The
results show that the remote firmware upgrade system proposed in this paper is reliable and practical.

Keywords: simulator; DPU; firmware upgrade; code backup; over-the-air

1. Introduction

The marine engine room simulator has been popular in the training and competency
evaluation for seafarers [1]. With the continuous optimization of each subsystem in the
marine engine room simulator, it is unavoidable to upgrade the model, control algorithm,
and communication protocol. The conventional solution is to manually update the firmware
in the field. However, it has high maintenance costs and poor efficiency [2]. The existing
architecture no longer meets the needs of the intelligent development of the industry. On the
other hand, with the new generation of information technology and the necessity to upgrade
the simulator, a flexible framework is needed to support and promote development.

In the Internet of Things (IoT), remote firmware upgrade is one of the more critical
research elements [3]. A Malware called Mirai infected these devices and launched the
distributed denial-of-service (DDoS) attacks [4]. The number of attacks involving IoT
devices during 2018 increased, with 32.7 million IoT incidents reported last year [5]. People
are starting to worry about security vulnerabilities and feature upgrades in IoT placements.
Therefore, the need for firmware upgrades over the air (OTA) has been added to the
requirements for embedded software. In terms of security, the firmware of IoT devices is
securely upgraded using the LoRa communication protocol through blockchain framework
technology [6]. However, collaboration through numerous gateways is desired to increase
the firmware upgrade process’s reliability and performance. Heeger et al. designed a secure
and reliable firmware update process for low-power wireless IoT devices using an adaptive
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data rate algorithm [7]. It offers the possibility of firmware upgrades for energy-constrained
IoT devices.

The firmware upgrade is a key technology in IoT [8]. Internet of Things (IoT) devices
rely upon remote firmware upgrades to fix bugs and make security enhancements [9].
However, there are few research studies on the remote upgrade of the data processing unit
(DPU) in the marine engine room simulator. In addition, there is also no standard firmware
upgrade and specification for simulator-related fields. In order to reduce the number of
times that engineers solve firmware problems on site, it also provides a new method for
remote operation and maintenance of marine engine room simulators. In this paper, we
propose a system for remote firmware upgrades for DPUs. The system not only solves
the drawback of unstable and unreliable firmware upgrades in the marine engine room
simulator but also realizes the firmware upgrade in the wide area network.

In summary, we make the following contributions:

1. We first propose a system for enabling firmware upgrades for the simulator. The
problem of untimely and inconvenient firmware upgrades for existing emulators is
solved. The intelligence of the marine engine room simulator is improved.

2. We have improved the availability of firmware upgrades by the remote upgrade
configuration, as well as automatic upgrades by networking.

3. We have improved the reliability of program upgrades through program verification
as well as program backups, ensuring that the simulator will still work in the event of
an upgrade failure.

The paper includes the following content. The introduction underlines the significance
and relevance of the chosen topic. Then, a remote upgrade system for marine engine room
simulators is presented based on the evolution of important technologies employed in
other fields. The second part, explains the simulator’s components, structural layout, and
network topology. In the third part, a scheme is put forward that uses functional design and
technical support to remotely upgrade firmware. In the fourth part, Testing and Discussion
describes the performance tests after the DPU firmware upgrade. We also analyze its test
results. The results are as expected. Finally, the conclusion is a summary evaluation of the
whole scheme.

2. Related Works

The evolution of IoT deployments has raised the need for effective methods of updat-
ing device firmware. As a result, innovative solutions for remote firmware upgrades have
attracted the attention of many researchers. Current research covers many aspects of the
upgrade process, such as the security of performing the process, the importance of remote
firmware upgrades, and different aspects of upgrade efficiency [9].

Ref. [10] presents a model for LoRaWAN that can be used for firmware transfers over
low data rate, constrained remote wide area networks (LoRaWAN). The proposed model
ensures integrity and availability during firmware upgrades. However, it does not work
very well for the transmission of larger firmware.

Ref. [11] propose a blockchain-based OCF firmware upgrade solution for IoT devices.
They introduce two types of firmware upgrade protocols, direct and peer-to-peer upgrades.
In the direct scheme, devices can download a new firmware upgrade from a server via an
IoT gateway. In the peer-to-peer scheme, devices can query for upgrades from a nearby
gateway. The results show that they can complete firmware upgrades in a reasonable
amount of time, with peer-to-peer taking less time.

Secure and reliable firmware upgrade technology for vehicles is also being investi-
gated [12]. It can be utilized to reduce upgrade maintenance costs. In their studies, the
firmware is upgraded over Wi-Fi on a vehicle that already has the most recent firmware [13].
There, vehicle owners do not need to return to a dealership for a firmware upgrade, which
costs around 150 dollar [14]. The cost of an upgrade utilizing the proposed system depends
on the number of users. However, they only proposed a simple TCP triple handshake
for secure connections between vehicles. The security is yet to be verified. Marco Steger
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proposes a wireless upgrade system based on an IEEE 802.11 s mesh network and describes
related high-level requirements for such a system [15]. However, its availability is currently
insufficient. In addition, its interconnection with other current automotive networks is
difficult to achieve.

Marine engine room simulators can provide a highly realistic experience for seafarer
training in the operation and maintenance of marine vessels. As it is a widely used
simulation device, we have to consider an efficient and economical way of upgrading the
firmware. We focus on the reliability and stability of the upgrade process to ensure the
proper functioning of the equipment.

3. Description of Simulator

The system is designed for the DPU in the marine engine room simulator. It has been
widely applied in maritime education [16]. Figure 1 is the typical layout of the marine
engine room simulator. It includes a number of semi-physical simulation equipment as
shown in Figure 2 and an M-side running on a computer as shown in Figure 3. In the
simulator simulation system, the higher computer is mainly the M-side. It is a virtual
software developed in the laboratory that is capable of highly modeling the various devices
in the cabin of a ship’s vessel. Its simulation is based on the mother ship’s marine system,
including the main engine system, main generator system, boiler system, oil and water
separation system, and other subsystems. The lower computer is mainly composed of
semi-physical simulation control boxes, consoles, and other simulated cabin equipment.
Moreover, they have a high degree of likeness and operability to marine engine room
equipment and are effective for teaching and evaluating seafarers’ competencies [17].

Figure 1. Typical layout of marine engine room simulator.

Figure 2. Semi-physical simulation equipment.
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Figure 3. 2D page of dual fuel engine generator in marine engine room simulator.

The DPU is the key for synchronizing information between the upper and lower
computer [18]. The data of semi-physical simulation equipment is collected through the
DPU and transmitted to the upper computer via Ethernet. Action commands from the
upper computer are also transmitted to the DPU via Ethernet. Through its processing,
the action commands are synchronized and reflected in the semi-physical simulation
equipment based on the electrical reaction.

The marine engine room simulator has to be linked to the LAN through the network
interface in order to exchange data with the top computer. Once connectivity has been estab-
lished, the simulator may be utilized for maritime instruction and competency evaluation.
The DPU can access the Web server when the LAN is linked to the Internet.

4. Firmware Remote Upgrade Design
4.1. Network Architecture of the Firmware Upgrade Protocol

Figure 4 shows the network architecture of the remote upgrade system. The network
architecture consists of three parts: the web server, remote upgrade configuration, and
the DPU in the marine engine room simulator. The web server is a cloud-based, remote
network server with a public IP address. Its main work is to transfer and store upgraded
data files. The remote upgrade configuration is an application created in C# that is mostly
used for sending upgrade instructions and receiving returned data [19].

The DPU in the marine engine room simulator consists of a Flash memory and a com-
munication module. Flash is mainly used to store program files and key informationr [20].
The communication module has a domestic TCP/IP protocol stack for communication with
the web server [21].

When the marine engine room simulator starts up, the DPU can connect to the web
server via the communication module. It sends the agreed-upon commands to the web
server, requests the program version, and receives information about the upgrade file. If a
firmware upgrade is necessary, the device will set the upgrade flag “UpgradeState” to 1 and
simultaneously switch the work area [22]. Then, the web server is requested to deliver the
most recent version of the upgrade file. After a file is received, it is validated and written to
the Flash runtime. At this moment, the remote upgrade is completed.
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Figure 4. Network architecture of the remote upgrade system.

4.2. Function Design
4.2.1. Flash Partitions

Flash memory is a safe and fast storage entity that has become the most essential
carrier of data and programs in embedded systems. In this paper, it mainly stores two parts
of code: the bootloader and the user application [23]. The bootloader is the initial code
when the device is started up. The user application is the code executed by the embedded
system after the bootloader has completed [24]. There are eight sectors in the flash main
memory block comprising four 32 KB sectors, one 128 KB sector, and three 256 KB sectors.

Combining the size of Flash space required for each part of this system, the Flash of
the internal chip of the DPU is divided into four parts: the bootloader program area; the
information reserved area; the APP program running area; and the APP program backup
area [25]. The Flash memory partitions are shown in Table 1.

Table 1. Flash Partitions.

Title Components Address Interval Size/KB

bootloader Bootloader Program
Area

0X08000000–
0X0800FFFF 64

user application

Information Reserved
Area

0X08010000–
0X08011FFF 8

APP Program
Running Area

0X08012000–
0X0807FFFF 440

APP Program Backup
Area

0X08080000–
0X080FFFFF 512

The Flash size of the chip is 1024 K bytes, so the addresses reserved for the APP
program running area and program backup area are enough. Since the reserved information
area will not be erased during normal work, it can be for storing key information, such as
upgrade flags, upgrade file versions, program download addresses, etc. To prevent the loss
of critical information after an upgrade, we should allocate an appropriate amount of space
to the reserved area.

4.2.2. Interface Design

Figure 5 is the interface of the remote upgrade configuration. Message Queuing
Telemetry Transport (MQTT) is a lightweight communication protocol for embedded
devices [26]. The remote upgrade configuration can communicate with the web server and
DPU via this protocol [27]. It identifies senders and recipients by including a “Subject” tag
in the application’s messages. Using its unique device number, every device subscribes
to at least one subject. MQTT defines three quality-of-service (QoS) levels: QoS 0, QoS 1,
and QoS 2 [28]. In QoS0 (at most once), the publisher sends a message once to the broker,
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which sends a message once in turn to the subscriber. The receiver does not send an
acknowledgment, and the sender does not resend the message. QoS 1 (at least once) is the
standard level used in MQTT, which guarantees that PUBLISH messages are delivered
at least once. Finally, when messages are lost and duplicates are not acceptable, QoS 2
(exactly once) is used. QoS 2 performs a two-step acknowledgment (PUBLISH-PUBREC)
and (PUBREL-PUBCOMP) process to ensure that messages are delivered once. The system
employs the highest level of quality of service (“QoS 2”). This reduces the likelihood of
upgrading issues caused by improper upgrade instruction.

Figure 5. Remote upgrade configuration.

4.3. Remote Upgrade Program Design

Within the Local Area Network, the DPU will first accomplish the activities associated
with the marine engine room simulator [29]. If the simulator is linked to the Internet and
communicates with the Web server, the DPU can start a remote upgrade. First, DPU will
send the “GET” seek to the Web server, which returns the file number, file length, and the
beginning and ending addresses. When the DPU needs to upgrade based on a comparison
of the file number, it will set the upgrade flag “UpgradeState” to 1 and simultaneously
switch the work area. Then, it enters the bootloader program section and queries the
command to request the server to deliver the most recent version of the program file. The
server gets the command and sends the “Devicenumber1” program file to the simulator
device. If DPU fails to obtain the upgrade file within the allotted time, the “Overtime”
counter will increase by 1. If the “Overtime” counter value is more than 5, the remote
upgrade fails and returns the corresponding fault code. If a server-sent upgrade file is
received, the “Overtime” counter will be reset to 0 and the received program upgrade file
will be verified. If the verification result is incorrect, the upgrade process will be stopped.
If accurate, the subsequent data will be sent and written to flash. When DPU receives and
verifies the “Devicenumber1” program file, it returns the command “upgrade successful”
and restarts and runs the upgraded application. The system’s upgrading flow chart is
depicted in Figure 6.

The program upgrade has a good fault tolerance mechanism. If the program fails to
receive, the backup program will be rewritten into the APP running area. Jumping between
programs ensures that the marine engine room simulator will continue to work despite a
failed upgrade [30].

4.4. Reliability Design

The program upgrade files are transmitted in segments during the transmission pro-
cess. Consequently, packet loss [31], equipment disconnection, garbled coding, and other
communication issues may occur, resulting in an incomplete delivery of the upgrade file.
Furthermore, the transmission of program files differs from that of generic parameter files.
It is vital to pay close attention to the reliability and real-time [32] of the transmission pro-
cess; otherwise, it will interfere with the engine room simulator’s typical teaching function.
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Figure 6. Flow chart of firmware upgrade.

4.4.1. Program Validation Mechanism

The program upgrade file is the code for the work of the DPU. Once a transmission
error occurs, the marine engine room simulator will not work properly. Therefore, ensuring
the accuracy of the transmission is the key that the upgraded marine engine room simulator
can work normally. The cyclic redundancy check (CRC) is a common data confirmation
algorithm that can effectively ensure the data integrity of the upgrade file during transmis-
sion [33]. In the CRC codes in this paper, the data of the transmission frame is 128 bytes.
When the last byte of the transmission frame is less than 128, it can be filled with 0XFF
to ensure that the data check is 128 bytes. When the DPU has received a frame of data
transmission, it checks the transferred data and gains the results “Checksum”. Compared
with the check value “ReadCheckdate” read from the program upgrade file, If “Checksum”
equals “ReadCheckdate”, the data is correct and the received data is written to the Flash.

4.4.2. Backup Upgrade Mechanism

Watchdog is a timer circuit that is designed to protect the device from entering a dead
cycle [34]. It is necessary to run the “watchdog” in the program runtime area. On the one
hand, this is to prevent the download of buggy firmware that could prevent them from
working properly. On the other hand, it is prevented from failing to upgrade the DPU
remotely, which will cause the marine engine room simulator cannot work properly. If
the marine engine room simulator is working properly, the program will “feed the dog”
at regular intervals. Once the “dog feeding” timeout has expired, the program is running
incorrectly. The DPU will be restarted and the previous version of the program in the
backup area will be rewritten into the APP program run area. The work flow is shown in
Figure 7.
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If the upgraded program fails, the backup upgrade mechanism ensures that the DPU
can revert to the original successfully running program. It avoids the possibility of the
marine engine room simulator that does not work properly due to program problems,
which increases the reliability of remote upgrades.

5. Testing and Applications
5.1. Firmware Upgrade Function Test

To ensure the reliability and stability of the remote upgrade system, fifteen DPUs in
the marine engine room simulator were selected for testing. Figure 8 is the Photo of the
Data Processing Unit. We tested the DPU with firmware upgrades [35] in two ways. In
normal upgrades, we select different sizes of firmware for the DPU. In abnormal upgrades,
we first disconnected the communication module and the web server individually during
the upgrade process to simulate a communication failure. Then, we manually downloaded
the buggy firmware to simulate a human error. Table 2 shows the results of each DPU’s
upgrade test under different conditions.



Appl. Sci. 2022, 12, 9107 9 of 13

Figure 8. Data Processing Unit.

Table 2. DPU upgrade testing results.

Title Faults
Description File Size (KB) Success Times Success Rate

(%)

abnormal upgrades

Network
disconnection 270 14 93

Web server
error 270 14 93

pgrade buggy
firmware 270 15 100

normal upgrade 40 15 100
270 15 100

When the network is disconnected, the DPU will seek to connect to the network every
30 s. If the network is disconnected for too long and the DPU is unable to access the
web server, the upgrade will fail. This is the reason why DPU upgrades failed in Table 2.
However, if it is connected to the network after a period of time, the DPU can restart the
upgrade request to the web server and complete the remote upgrade. In summary, the
remote upgrade system has a high upgrade success rate and will ensure that the DPU
completes the firmware upgrade successfully.

Table 3 shows the types of faults that can occur during the upgrade process and
the handling mechanism of DPU. Upgrade faults are divided into data communication
faults and human operation faults during the upgrade process [36]. Data communication
faults include: web server errors during remote upgrades, sudden network interruptions,
etc. When such types of failure occur, DPU will automatically upgrade the upgrade flag
“UpgradeState” to 1 after timeout detection and Wait for communication reestablished to
complete the firmware upgrade. Undetected buggy firmware deployments are common
human issues in existing systems [37]. The buggy firmware is the wrong program that will
prevent the DPU from working. It can be resolved by the backup upgrade.
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Table 3. Analysis and treatment of upgrade faults.

Upgrade Faults Faults Description Handling Mechanism

Human operation faults Upgrade buggy firmware Backup upgrade

Data communication faults
Code verification error Code retransmission
Network disconnection Communication reestablished

Web server error Re-upgrade

5.2. Remote Upgrade Stability Testing

The main work of DPU is the collection and output of analog and digital quantity [38].
In order to judge the working capability of DPU after a firmware upgrade. In this work, we
test DPU analog output and digital output under fixed load conditions and discuss the test
results. Tc is the time interval value between the previous frame of data sent from the client
side and the next frame of data. Ts is the time interval value between the previous frame of
data sent from the server side and the next frame of data. The quality of the output data is
determined by two main performance indicators:

1. By comparing two adjacent data transmission time interval values Ts with the cor-
responding two adjacent response data reception time interval values T′

s , that is,
two transceiver interval values. It is permissible to indicate the changing state of
performance of the data processing element under specific load test conditions.

2. By analyzing the pattern of variation in the time difference between the packets sent
and the response packets received, that is, the pattern of variation in the value of the
single send/receive process. These can indicate the current data processing rate of the
DPU under fixed load test conditions.

In single channel mode, the average period T′
c of the current output performed by

the AO port is 60.28 ms. We use test software to send data at a fixed load, and statistics
the interval between sending and receiving data by DPU. According to Figure 9a, the
actual average of the two nearest data sending intervals Ts is 60.10 ms, while the average
of the two nearest data receiving intervals T′

s is 60.14 ms. These two values are roughly
equivalent and are closer to the output period of the port. According to Figure 9b, the
response interval between each set of data sent by the software and the response data
received by the software from the data interaction unit is about 33.06 ms, and the data
transmission process is relatively stable.

Figure 9. The interval values are the time for the test software to send and receive data under fixed
load. Judging the capability of the DPU’s analog output by its two interval values. (a) Statistics of
AO sending and receiving interval values. (b) Statistics of AO sending and response data intervals.

In single channel mode, the DPU’s DO port outputs high and low levels and the
average period T′

c is 63 ms. The high voltage is 24 v, whereas the low voltage is 0 v. We also
use test software to send data at a fixed load, and statistics the interval between sending
and receiving data by DPU. According to Figure 10a, the software’s average near data send
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interval Ts is 62.04 ms and its average near data receive interval T′
s is 62.12 ms. These two

values are roughly equivalent and close to the output period of the port. According to
Figure 10b, the response interval for each set of data sent by the software and the response
data received by the software from the DPU was approximately 42.08 ms, with less variance
during the data transmission process.

Figure 10. The interval values are the time for the test software to send and receive data under fixed
load. Judging the capability of the DPU’s digital output by its two interval values. (a) Statistics of DO
sending and receiving interval values. (b) Statistics of DO sending and response data intervals.

The analysis shows that the firmware upgraded for the DPU has stable performance
and can complete the AO and DO functions accurately.

6. Conclusions

The Remote Upgrade System can upgrade the firmware of the DPU in the marine
engine room simulator and fix software problems in a timely manner. It enhances the
intelligence and practicality of the marine engine room simulator. It eliminates the need to
dispatch laboratory workers to the field to deal with malfunctions of the marine engine
room simulator, which significantly increases personnel productivity. It eliminates the
need to dispatch laboratory workers to the field to deal with malfunctions of the marine
engine room simulator, which significantly increases personnel productivity. We are also
able to carry out remote maintenance of the DPU at a lower cost. The system is equipped
with a program backup and data validation mechanism to enhance upgrade integrity and
reliability, ensuring that the simulator will still work in the event of an upgrade failure.
We have improved the availability of DPU firmware upgrades through both manual and
automatic upgrades. The system also operates with the expected stability. However, the
security of data transmission has not been investigated in this paper. We cannot ensure the
security of data transmission. In the future, the security of data transmission is also studied,
using encryption algorithms (e.g., AES, DES) and other methods to ensure the reliability of
the program during transmission. we also optimize the design of the server side, which can
provide more functions, including status detection of the DPU and performance analysis.
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