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Abstract

:

The Cyber-Physical and Intelligent Robotics Laboratory has been digitally recreated, and it includes all the key elements that allow 6-axis industrial robots to perform PTP, LIN, and CIRC motions. Furthermore, the user can create a program with these motion types. The human–machine interface is also integrated into our system. It can also assist SMEs in developing their in-house training. After all, training on an industrial robot unit does not entail installation costs within the facility. Nor are there any maintenance and servicing costs. Since the lab is digital, additional robot units can be added or removed. Thus, areas for training or production can be pre-configured within each facility. Because of the customizability and virtual education format, there is no room capacity problem, and trainees can participate in the exercises in parallel. Exercises were also conducted to evaluate the program’s impact on teaching, and the results showed that using machine units can improve teaching. Even today’s digital labs cannot physically convey the sense of space or the relative weights of different elements in virtual space. Even with these features, individuals can operate a machine more effectively than relying solely on traditional, non-interactive demonstration materials.
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1. Introduction


The problem posed by our study is whether it is possible to improve the quality of education by digitalizing our industrial laboratory, which is attended by many students in other courses and at a different stage of their training (semester). It means that it is more challenging for the trainers to transfer the same knowledge because of their diverse backgrounds, the capacity of the lab, and the reduced number of hours in the industrial lab due to time conflicts. We seek to answer whether this virtual education can bridge the differences between the disciplines, and whether it will help the participants or be seen as a hindrance.



Mass production alone will not suffice to increase production capacity. More advanced mass customization is required, requiring a paradigm shift [1]. The modeled production lines enable rapid redesign. However, this generally requires the use of a framework that includes virtual copies of various elements. The innovative approach employed during education in the laboratory gives the opportunity to our students to create additional learning experiences by solving industrial themed tasks. Moreover, these completed tasks were followed by compiling the documentation about the work done, which was then handed over to every following class. This means that development cycles are not limited to one particular semester, but rather go on continuously. Thanks to this continuous, factory-like progress, the laboratory has started to function as a template Industry 4.0 laboratory, for both educational and research purposes [2]. Among these goals is to offer a testing environment to industrial partners, where they can carry out various tests in an isolated environment, be it an industrial controller, or machine units. With respect to the controller, testing can be as simple as mimicking the behavior of the controller in a virtual environment. If we know the controller’s exact behavior, testing can be done by simply simulating the controller’s behavior in a virtual environment. If a physical multi-axis machine unit is in the picture, we can insert it into the lab’s robot cell and run a general trajectory walkthrough after the 3D model is created [3].



Following these tests, participations are able to evaluate the results, and decide whether they would proceed to integrate these solutions to their existing systems or not. These tests are not carried out in a live environment, so these evaluations may be made safely, and modifications are also possible. The COVID-19 pandemic and the globally present microchip shortage have both made an impact on the laboratory’s work [4]. To continue the previously started research and educational tasks, the laboratory itself had to be put onto a new foundation, meaning that the laboratory seen on Figure 1 had to undergo a complete digitalization and integration into the cyber-physical space. The pandemic has obviously proven the relevance of our efforts to digitalize our research and educational materials. Our new servers alone are unable to serve these needs.



To match the new challenges, a complete digitalization of the establishment had to be done, based on data that is available to us (see Figure 1).



The cyber-physical system, as a technology, is part of Industry 4.0 [5]. Depending on the discipline, there are various definitions of cyber-physical systems [6]. It refers, more broadly, to the complete integration of physical processes. Virtual elements can interact with real-physical objects and track their behavior and movements. Two-way continuous communication is frequently used to accomplish this [7].



A replicant copy of a particular production department is referred to as a “Digital Twin”, and the term has already entered the public domain. Such systems do not necessarily need to communicate with one another to exchange data. A virtual replica offers a foundation for further development because it permits redesign [8].



Digital twin-based systems must also meet sustainability requirements. On the issue of sustainable development, the UN Brundtland Report of 1987, “Our Common Future” [9], called for action that meets the needs of the present without compromising the future generation. It can also be seen as a development concept that involves minimizing available resources [10]. This goal can be achieved through intelligent manufacturing, which requires large amounts of data processing and storage [11]. The digital twins represent a large data set, as they are detailed and extensive replicas of an existing physical manufacturing department [12].



It is important to note that a digital twin is a new approach to production that emerged after 2015 and can be seen as a kind of optimization of Industry 4.0 [13]. The digital twin has a widespread impact on sustainability at an environmental and financial level, as the technology allows processes to be pre-tested before being translated into an actual physical process [14]. In addition, it can also play a role in maintenance, thus increasing the life cycle of a production line or product [15]. It can be used to predict when maintenance should be carried out on a process [16]. The big data sets generated by the digital twin are also advantageous because, when designing, engineers can make decisions based on the data and do not have to approach the problem intuitively [17].



Moreover, with sufficient data, machine learning techniques can facilitate design decision making [18]. One possible near-term application of replicant factories could be manufacturing augmented by artificial intelligence [19]. Big data sets provide the opportunity to train neural networks, thus reducing the generation of scrap parts and rescheduling production [20].



Several other studies have also looked at the digitization of manufacturing. One approach is to increase the flexibility of production lines so that a larger number of individual parts can be produced [21]. Individualization can be achieved by increasing the degree of digitization in manufacturing. In addition to virtual production lines, cloud networks enable faster data sharing and evaluation [22].



According to some, connecting machines to a network is the main focus, but different perspectives’ collection and analysis of sensor data is the most important task [23].



Meanwhile, integrating the laboratory itself into the cyber-physical space is only part of a complex task, as simulations can be categorized into various groups with, each with specific characteristics (see also Figure 2).



Simulations are used widely in different industries as they can aid in avoiding design issues, make complex processes easier to monitor, and allow for the comparison of various control systems and performance thresholds [24]. These opportunities are also important to us because the laboratory was extended by numerous original parts, which might be of elevated importance in view of the entire system. It is extremely important to be able to integrate these into a new environment. Since the laboratory only has a speed of 100 Mbit/s in our case, the applied cyber-physical system cannot communicate with the physical components, and the network dynamics cannot support continuous two-way communication. As a result, the robotics education area was represented virtually.



Virtual-based education has many advantages if the person has access to machines because it eliminates the need to travel far to use a real physical machine. Typically, robots are equipped with workspaces that act as a limitation for the space available. Alternatively, some machine units cannot be approached because of the robot cells built around them [25].



The robot, on the other hand, can be operated to a high degree if there is a precise virtual replica of it [26]. The industry frequently employs VR (virtual reality) technology with trackers to interact with the virtual elements to achieve that [27]. VR technology was not used in this instance. Therefore, it is possible to move around in our virtual space using a keyboard and mouse together. As a result of choosing the keyboard and mouse controlling method over the VR technology, the digital twin will be available to a larger group of students. The fact that there is no physical interaction, and the operators cannot grasp and feel the weight of each element, is one of the major drawbacks of training operators in this manner [28]. Thus, unfortunately, it is indeed possible to create a false sense of security in those who use purely a simulation environment at a high level, without participating in physical instruction [29]. There is a wide range of options available for creating virtual spaces. A 3D Gazebo simulator can be used to develop ROS-based environments and integrate robot navigation [30]. According to one study [31], if the vehicle unit that must be controlled is connected to a network, it would be possible to send commands to the physical vehicle while also monitoring it via IP cameras. Digital technology also enables the creation of testing environments for the automotive industry [32]. Additionally, beneficial to education, digital labs allow for the informal practice of complex tasks in a virtual environment [33]. The main concern with this kind of teaching strategy is its effectiveness. There are various methods for evaluating this [34].



The virtual environment we created differs from comparable educational initiatives in several ways. One of the primary differences is that industrial robots with various custom hardware enhancements are present in the virtual environment (e.g., custom robot cell, industrial gripper, conveyor belt). Additionally, the procedure can be followed through virtual cameras, the area is completely accessible, and extra models can be added and removed as needed. Alternately, the program can be streamed using particular VOIP services, allowing for “online” training [35].




2. D CAD Modelling of the CPS Lab Units


The availability and optimization of 3D models is a cornerstone of placing the laboratory into a cyber-physical system. In simple terms, as optimizing 3D models require a smaller file size, geometric (polygon) and texture changes are used to reduce the size [36]. The 3D model’s geometry is the mesh itself, and the texture is the surface covering.



Mesh decimation [37] is a type of model optimization that reduces the number of polygons in a model, makes the file smaller, and requires less GPU-based rendering computation [38].



Students would have the chance to program robots “offline” during the pandemic thanks to the facility’s comprehensive 3D modeling. Due to the complexity of the robot handling the Teach Pendant, robot units like the KUKA KR5 require physical presence during instruction. However, the students can freely learn robot control if it is integrated into the virtual environment. Additionally, due to the lab’s size, no more than 8 students may attend the training, but a software that can be downloaded to one’s person PC has no usage limitations.



To this end, a large-scale data collection and overview of our industrial tools has started in the Cyber-Physical and Intelligent Robot Systems Laboratory. By collecting the parameters of the existing machines, we are able to put them into the virtual cyber space for simulation and controlling purposes [39]. For the robots, this includes various measurements and collection of programs. Using these, we are able to gain understanding of their workings and behavior, which is crucial for integrating them into the virtual space [40]. The different parameters include kinematic structure, work area, used coordinate-system, and maximum load, which have all been collected, categorized, and recorded. Using this information, we could start designing the needed 3D models, with a detail level that takes the available processing performance into account. In the Cyber-Physical and Intelligent Robot Systems Laboratory numerous research projects are underway, which includes physical cell-based systems as well. During 3D modelling, every robot present in the laboratory was modelled. Since our CUDA processing capacity is limited, these machines were all modelled separately [41]. For creation of these models, the open-source solution, Blender was chosen, which is widely used in various industries as well [42].



Due to limited resources, the models themselves were unsuitable to be integrated into one simulation environment all at once. This is mainly caused by the fact that the number of models and the resolution of their textures required increase computational capacity. To this end, the 3D models had to be optimized to decrease the number of polygons used (shown in Figure 3). As for the textures, we have decided to use simple RGB color materials instead of complex bitmaps [43].



The Covid-19 restrictions harmed education in the engineering area. The results of an analysis from 11 engineering faculties show that accessing technology was students’ biggest problem during online activities [44]. Tracking the current learning status during online education is more effective with simulation software [45]. Taking this into consideration while creating the digital twin of KUKA KR5, a decision was made: even if the software focuses on the industrial robot, it is necessary to create the 3D model of the robot laboratory (shown in Figure 4). This allows integrated robots to control tasks from the physical world.



The robot cell played a significant role, as it is part of a completely original internal development. Thus, we had to take care that the expandability of the real cell is preserved duding modelling [46].



3D models which are important for the implementation of the task:




	
KUKA KR5 robot arm;



	
Gripper and tool item of the robot;



	
Table with geometric symbols;



	
Conveyor platform;



	
Left and right platforms;



	
Teach Pendant.









3. Simulation Frame and Re-Creation of HMI


As previously mentioned, there is no communication channel between the virtual objects and the physical components in our case. The physically constructed KUKA KR5 robot unit cannot be programmed with the virtually written robot program.



To make the teaching process simpler, only a small portion of the simulation space was created. This includes HMI management [47] and robot programming inside the robot cell. For this reason, it was necessary to choose a program for the design that could serve the needs described above.



The Unreal Engine 4 is a powerful 3D creation tool used in game development, architecture, automotive visualization, and movie industries [48]. UE4 offers an opportunity to use visual scripting via a blueprint system, which allows the developer to create and use variables, functions, and events without coding [49].



While Blender serves the purpose of creating the models perfectly, using Unreal Engine 4 to make a simulation with the created models offers an opportunity to a real life like robot control method.



During the project, a computer of the following specifications was used:




	
CPU: AMD Ryzen 5 3600X AM4 (6 core, 12 threads, 3.8 Ghz–4.4 Ghz;



	
VGA: Nvidia GeForce RTX 2060 SUPER;



	
RAM: 16 GB DDR4 3200 Mhz;



	
SSD Samsung 860 QVO 1TB [50].








To handle and import the models, and to run Unreal Engine 4, the PC detailed above was available. The packaged software however works on machines weaker than this as well. It is extremely important that the completed project is usable on weaker computers as well, and that the end-user version published is as small as possible.



Since different software use different scaling, it is advised to pay attention to these conversions while exporting from Blender to Unreal Engine [51].



Blender measures lengths in meters, while Unreal Engine uses centimeters as its basic unit. Before exporting as FBX, it is recommended to do this scaling in Blender, by setting the Scene Unit Length to centimeters, and multiplying all dimensions of the existing models by 100. By using “Apply scale” in Blender, we will be able to see the appropriate scale in Unreal Engine as well. Adding a UV map to the models is absolutely necessary, otherwise models will appear completely black, because UV channels are responsible for lighting information. KUKA KR5 work area in LIT and Wire views shown in Figure 5.



During export, one must also take care that Unreal Engine uses a left-handed coordinate system, while Blender uses a right-handed coordinate system. To avoid potential issues and error messages, it is recommended to set Smoothing option from “Normals only” to “Face.”



In Unreal Engine 4, at import settings, the setting “Normal Import Method” “Import Normals” must be changed to “Import Normals and Tangents”, otherwise the quality of models will be inadequate.



For the KUKA KR5′s model, a simple Bone Chain was made in Blender. Due to this, this model had to imported as a skeletal mesh.



In Unreal Engine 4 there is a possibility to add Collision to our modes, which would be exactly fitting to our models. However, this can have a negative effect on performance, and as such, “Box Simplified Collision” was used instead. Where one box was not enough, multiple boxes were used to create a simple collision mesh. So far, this solution seems to be adequate for our goals. Unreal Engine 4 offers multiple pre-created templates when a project is created. The FPS template provides the first-person view with a basic spatial navigation. The FPS template contains a controllable character with a first-person view. This point of view helps in a way, that during programming, the KUKA KR5 robot the robot itself is in focus, because the body of the first-person character is not visible. This enables virtual navigation using the internal view. The term refers to the camera’s point of view.



After removing the parts that are not necessary for the simulation and modifying the joint rotations of the arm to place a remote controller in the hand, the first-person view can be used as the main persona in the cyber space.



This template contains navigation by moving using the W, A, S, D keys, and rotation by mouse.



In order to be able to observe the KUKA KR5, 5 different cameras were placed, which have been assigned keyboard shortcuts from 1 to 5, while pressing 0 switches back to the first-person camera. Figure 6 shows the basis of the programming of the switching meth-od between cameras.



Using these cameras, and the camera connected to the first-person view, there is a possibility to zoom in using the scroll wheel. The camera behind the KR5 is able to be rotated on two axes.



Figure 6 displays the blueprints of switching to only one camera. When one of but-tons from 1 to 5 on the keyboard are pressed the program checks if the KUKA KR5 HMI is open. If so, the Camera5 bool and Camera index integer variables will have a new value. The Camera5 bool is necessary because the rotation on two axes is only possible with this fifth camera and the value of this bool variable is checked when the user wants to use the rotation function. The second part of the blueprint displays the selected camera on the user’s monitor with a function called “Set View Target with Blend”.



After the cameras were placed, the next task was to recreate the KR5′s HMI.



The human–machine interface, or HMI, is a critical component in the control of any robot unit as it allows the user to interact with the robot. Each HMI is unique and can be managed using different rules. There are some similarities, such as emergency stop and Deadman switch.



In the case of the KUKA KR5 robot, the HMI has been modeled, which can be seen in Figure 7.



The HMI has color buttons and is ergonomically designed. These buttons are only used for a specific function, such as the Esc key, windows changer, forward–backward run, and emergency stop. A keyboard is included in addition to these. The blank buttons are empty during the process and serve no purpose.



As we can assign features behind the 3D model elements, we are able to create a virtual copy of the 3D model itself as the physical Teach Pendant corresponds to these functions.



The Visual Scripting of Unreal Engine 4 allows the creation of custom events, which are invaluable during the making blueprints. These custom events help with keeping the program easy to overview by allowing a longer program to be split up into smaller parts. Moreover, other blueprints can also call these program parts when casted appropriately. Similarly, to functions and macros, inputs can also be added. However, custom events do not have return nodes or completed outputs. Instead, another event may be called at any time. The advantage of events compared to functions and macros is that Delays, Timers, and Timeline nodes can be freely used.



The Unreal Engine Graphics UI Designer (UMG) is the tool for creating user interface elements. The Widget Blueprints are the cores of UMG, which has a series of pre-made functions. These functions are related to UI buttons, text, and images. Therefore, using the UMG for designing the virtual Teach Pendant is advantageous. The Widget Blueprint has two tabs. On the Designer Tab, various buttons, text, and images can be placed and customized, while the Construction Tab can be used to add functionality for the placed components.



The Designer Tab gives the possibility to adjust initial visibility of individual items. These changes are only reflected once the simulation is started: while assembling the interface itself, every element is visible, which makes Designer Tab difficult to navigate after a while. Figure 8 shows the developer appearance of KUKA KR5 virtual HMI, but to hide or show some elements when one of the UI buttons are pressed using the other tab of Widget Blueprint is inevitable.



The Construction Tab contains a few basic Events, like the Event Construct, which runs once when the Widget is created, or the Event Tick, which runs the given command on every tick. “On Clicked” events may also be added, which run after a button is pressed. Custom events may also be added. The listed tools can be used to add the functions found on the physical Teach Pendant. The buttons of Teach Pendant can have more functionality, depending on what task the user is performing. To avoid bugs, after pressing certain buttons, which manage starting new tasks, the value of Text index integer variable is changed. This integer variable with a switch statement is called after pressing any button on the user interface and starting new events. Figure 9 shows an example for the switch on int part. When the user opens a KUKA KR5 program then the Text index integer has a value of 0, but when the user is navigating between programs, the value of the Text index integer is 2. When the Up Arrow button on the user interface is pressed, an “Up Event in Program” or an “Up Event in Selection Window” custom event is called depending on the value of Text integer. These custom events are responsible for navigating between different lines in a program or between different programs in the selection window.



The clarity of the virtual robot control is also helped by “simulation only” functions, such as hiding the unnecessary buttons using “Show/Hide Buttons”. The cameras placed around the TCP replace the present of an assistant observer. After the initial visibility settings, the user interface of the digital twin becomes easy to compare to the teach pendant, which is the core of the HMI in the real world. The UI (user interface) in the digital twin has the same role as the teach pendant in the physical world: it contains the functions necessary to control the robot and to create programs for it (shown in Figure 10).



The Construction Tab is not limited to functions and events that are linked to UI elements. It allows the developers to add other nodes and functions, which are related to the virtual space. The created programs for the physical KUKA KR5 are stored in the Teach Pendant. Storing and saving data related to the virtual KUKA KR5 is programmed in the Construction Tab.



While Unreal Engine 4 does not allow the creation of two-dimensional arrays, any variable can be set to be an array type. Combining this with a Structure, which contains the name of the KUKA Program, date of creation, rows, and variables relevant to the movement.



Adding the save function was achieved by implementing a method known from video games. Using the SaveGame Blueprint Class, two variables need to be created: an integer, which contains the index of last created program, and a Program Structure Array. The built-in functions of Unreal Engine 4 are responsible for creating files within a project, so it is enough to focus on the Save and Load events within the Widget Blueprint. When creating the widget, it first checks whether a save file exists already. If so, it loads the data into the ProgramIndex and into the ProgramStructArray variables, and during saving, the values of the widget variables are saved into the variables of the SaveGame blueprint.



Compared to a complex program, a relatively small amount of data needs to be stored, which does not put too much of a load on the computer. This gives an opportunity to call the save event multiple times to avoid loss of data. When the user creates a new program, a new element is added to the ProgramStructureArray within the Widget, including the name, date of creation, and the first five predefined rows with two PTP movement types, both containing the Home rotation of the axes. Then, “SaveProgramEvent” is called. After adding rows, this event is always called, ensuring that every change is saved immediately.




4. KUKA KR5 Robot Unit Re-Creation and Control


Previously the creation and structure of the HMI was shown in detail, however, movement of the KUKA KR5 requires forward kinematics–inverse kinematics as well.



Forward and Inverse kinematics are extremely important in our case, because these guarantee that we know the position of the object at any given time. Furthermore, the base coordinates of the TCP (Tool Center Point) also become known, meaning that based on angle data of the axes, we can derive the TCP’s position in the three-dimensional space.



Forward (direct) kinematics gives us information about the TCP’s position based on the current angle of the axes. For this, knowledge of the KUKA KR5’s physical parameters, such as number of axes, axis limits, work area, and physical size, are required.



Direct kinematics problems may be solved by using the Denavit–Hartenberg (DH) matrix. The matrix itself is a simple link-joint description method, usable with any robot arm configuration, independent of complexity. Every joint is defined iteratively based on a transformation from the previous joint.



Let us select a joint with the name n. Following this, both n, and n + 1 joint get a local reference frame. The local frame of reference is described by the axis z, which can be translational or rotational (shown in Figure 11).



Inverse kinematics, unlike direct kinematics, is a method that requires more complex calculation methods. In this case, the position is known, and we are looking for the appropriate joint parameters [53].



It is important to note that the robot’s geometric model describes its spatial position. The kinematics model meanwhile describes problems regarding velocities. For this, the Jacobi-matrix must be used, where joint speeds and end-effector speeds are differentiated.



Joint speeds are:




	-

	
Rotational joint (angular velocity around a rotational axis)




	-

	
Translational joint (linear velocity around the axis of movement)









End-Effector speeds are:




	-

	
Angular velocities around x, y, z




	-

	
Velocities along x, y, z [54].











  y =  (    v ¯   ω    )  ,   w h e r e    ν    =  (       ν x         ν y         ν z       )    ω =  (       ω x         ω y         ω z       )   



(1)







While describing these connections, one must start from a direct geometrical problem. Position and orientation of the end-effector:


  x    (  q ¯  )  =  [       p x       (  q ¯  )         p y       (  q ¯  )         p z       (  q ¯  )         α x       (  q ¯  )         α y       (  q ¯  )         α z       (  q ¯  )       ]   



(2)







A D-H      [ T ]      n 0    makes the elements of the last row’s elements 1–3 [54].


   x ˙  =   ∂ x   ∂ x   ·  q ˙  ,   w h e r e     ∂ x   ∂ x   = J =  [          ∂ x  1      ∂ q  1            ∂ x  1      ∂ q  2       ⋯        ∂ x  1      ∂ q  m         ⋮   ⋮   ⋱   ⋮          ∂ x  n      ∂ q  1            ∂ x  n      ∂ q  2       ⋯        ∂ x  n      ∂ q  m         ]   



(3)




where:




	
m—Degrees of Freedom of the robot



	
n—Dimension of robot’s work area



	
J—Jacobi matrix of the robot’s Jacobi matrix








The inverse of the Jacobi matrix is required to solve the problem [54]:


   q ˙  =  J  − 1    ( q )  ·  x ˙   



(4)







Correlation between end effector and joint acceleration [54]:


   x ¨  = J  ( q )  ·  q ¨  +  J ˙   ( q )  ·  q ˙   



(5)








5. KUKA KR5 Robot Control in Cyber Space


The buttons on the Widget Blueprint are pressed by the user using the mouse cursor. Obviously, multiple buttons cannot be pressed simultaneously. Therefore, the Deadman Switch is replaced by a keyboard key. In Unreal Engine 4, there are certain events called by the press of a keyboard button. Detection of middle position, normally found in Deadman Switch, is not possible with a keyboard. Therefore, this function has been omitted from the simulation environment.



There are two methods to move the KUKA KR5: Using free kinematics by rotating the joints one by one or by moving the TCP into the desired position with inverse kinematics.



To modify the joints of a Skeletal Mesh in Unreal Engine, an animation blueprint must be created. This is a special blueprint which can be used to control the skeletal mesh linked to it. In this case, the animation blueprint is attached to the skeletal mesh of KUKA KR5. The Event Graph of Animation Blueprint contains a special event called “Event Blueprint Update Animation” which runs in every frame. Therefore, from the user’s perspective, it happens instantly. Using the AnimGraph, the control rig is also available, which is a node-based rigging system capable of creating the necessary inverse kinematics virtually. Figure 12 shows the AnimGraph, which can communicate with the control rig. The input values of the control rig are read by the Animation Blueprint in every frame. The Output pose is basically the appearance of the KUKA KR5 with the current axis rotations.



When pressing one of buttons responsible for movement, the “Set Timer by Event” node causes the Custom Event to run, repeatedly, until we release the button, which calls the “Clear and Invalidate Timer by Handle” function. The time input is a numerical value in seconds, which shows us the time spent between two executions. Changing this value can be used to make the robot move faster [55].



The custom event that belongs to the free kinematics changes the value of “Axis Rotations”, which is an 1D float array created in the KUKA KR5’s blueprint. When the buttons controlling the movement are pressed, an integer’s value instantly changes to an integer between 0 and 5, and a float variable gets a −1 or +1 value, which is responsible for the direction of rotating.



The FK event changes the value of one of the elements of “Axis Rotations” float 1D array by adding the multiplication of a pre-defined “FKAdding Value” variable and with −1 or +1 depending on the direction of rotation. By using the “Clamp float” node, the rotation can be confined between join limits.



The value of “Axis Rotations” array found in the KUKA KR5′S blueprint is changed through the Animating Blueprint’s AnimGraph, which are sent to the Control Rig, where the current value of “Bone” rotation is overwritten by the new value. Figure 13 shows a part of the control rig, when the Axis 1 of KUKA KR5 is rotating. First it checks if currently the user is controlling in the joints coordinate system. If so, then the program with the “Set Transform—Bone” will change the Z rotation, while the X and Y stay constant. The new value of Z rotation is given by the AnimGraph as an input for control rig.



To change the TCP world coordinates, inverse kinematics is required, which is created in the Control Rig. In Unreal Engine 4, since version 4.26 the full-body IK node is present, based on Jacobian Pseudoinverse Damped Least Squares. The full-body IK gives numerous opportunities to change settings during runtime and has other options as well. Multiple controls can be created, which can be moved and rotated using variables. One of these controls can be used as the FBIK effector [56].



The position of the IK control gets to the Control Rig via AnimGraphs. In the case of joints A1, A2, A3, overwriting the FBIK with limiting the rotation to only one axis is enough. However, in the case of A4, A5, A6, an “Aim Math” node is required, along with helper controls, to keep the desired orientation.



For controlling the TCP in the world coordinate system, a helper actor must be added, which is invisible to the user. Pressing the movement buttons of the user interface, the IK actor’s position changes, and this position is given to the IK Control found in the Control Rig. Changing the position works similarly to FK movement, however in this case, a custom event tied to a timer adds or subtracts a given value to one of the coordinates of the IK actor.



After the controlling of KUKA KR5 is finished, the previously created program can be expanded with the HMI. Every time the motion button is pressed, a text appears in the next row that contains the type of movement and status of the gripper (open/closed). As this happens, temporary variables store the program line, joint rotations, and the position of the IK actor. Pressing CMD OK, these temporary values are added to the chosen element of the ProgramStructArray, then SaveEvent is executed. Before pressing CMD OK, it is possible to choose the movement type, which is stored in an ENUM variable. This is relevant while playing back the program, however, choosing the CIRC Motion option makes it necessary to add the coordinates of Aux and End points. To achieve easier playback, after every addition, regardless of movement type, joint rotation values and TCP vector coordinates are saved. Aux and End vectors are added for LIN and PTP movements as well, despite not using them—this is mostly to keep index values in the array consistent [57] (shown in Figure 14).



To run the program, the G button must be pressed on the keyboard to start the “Play Program” Custom Event, which has an integer input that is the initial index of elements related to motion arrays. This value is sent to the “Motion Index” integer variable inside the KUKA KR5′s blueprint. “Switch on Enum” node calls the event related to the motion type. “FKMovement” custom event starts in case of PTP motion, “Simple Movement” custom event is called in case of LIN, and “Circular Movement” in case of CIRC motion type. At the end of each movement type, an “EndOfMotion” Custom Event is called, which first opens or closes the gripper with an event, if necessary. After the Gripper Event, if the value of “Motion Index” is not equal with the “length of matrixes assigned to the movement” −1, the “Play Program” custom event is called again with an index value that is increased by one. This is repeated until the program is finished.



The basis of the movements is given by the combination of a timeline and a lerp. In the timeline, with a float track two points are added: at 0 s a 0 value and at 1 s a 1 value. The Lerp node has three inputs: A, B, Alpha. In case of Alpha = 0, the output gives back 100% of value A, in case of Alpha = 1, the output gives 100% of value B. Between 0 and 1, a linear combination of A and B is returned. The value of alpha is provided by the timeline’s float track, which increases from 0 to 1 in one second.



To avoid the movement happening within a single second, changing the value of Play Rate is necessary. In case of PTP and CIRC motion type this value depends on the rotation angle, while in case of Lin movement it depends on the distance between the start and end points.



During PTP movement, 6 custom events are called with their timelines and lerps. To the A value of the lerps, the KR5′s rotational values are sent, meanwhile to the B value, the rotation values saved in the Program Structure are sent. This makes it so that all joints start rotating at the same time, and when every timeline is done, the “EndOfMotion” Custom Event is called.



In case of LIN movements, the lerp uses vector coordinates. The moment the movement starts, the IK actor’s position is read, which then sent to the lerp’s A input, meanwhile the IK vector array’s value is sent to the B input from the Program Structure.



In the case of CIRC movement, the origin of the circle has to be defined by the Start, Aux and End points.



Supposing that a, b, c letters represent the Start, Aux, and End points. P1 is the [ab] line’s half point, P2 is the [bc] line’s half point, d is the origin of the circle. Multiplying the vectors that point from b to P1 and P2, we get a vector that is perpendicular to the plane, and is defined by points a, b, c [58].


   S →  =     b  P 1   2   →  ×     b  P 2   2   →   



(6)







O1 and O2 vectors point from P1 and P2 to the origin of the circle, and are described as follows:


     O 1   →  =  S →  ×     b  P 1   2   →   



(7)






     O 2   →  =     b  P 1   2   →  ×  S →   



(8)







Introducing p and q:


  p =    P   2 x    −  P   1 x       O   1 x      +    O   2 x       O   1 x      ∗    P   1 y    −  P   2 y       O   2 x       



(9)






  q =    O   1 y       O 2    y    ∗    O   2 x       O   1 x       



(10)







Then the origin of the circle is:


  d =  P 1  +  O 1  ∗  p  1 − q    



(11)







These equations can be entered into Unreal Engine 4 by using a Math Expression Node. See also Figure 15.



After calculating the circle’s origin, we need to calculate three angular values:


  α =     d a  →  ∗   d c  →      | d a  →   |  ∗   | d c  →   |      ,   β =     d a  →  ∗   d b  →      | d a  →   |  ∗   | d b  →   |    ,   γ =     d b  →  ∗   d c  →      | d b  →   |  ∗   | d c  →   |     



(12)







Movement along the circular path happens using a rotation. From the origin of the circle, a vector pointing to the start location is rotated by  α  using a vector perpendicular to the circle’s plane as a rotational axis. Let us say this vector is   D →  


   D →  =   d a  →  ×   d c  →   



(13)







Assuming that   α = β + γ  , then  α  otherwise   360 ° − α   will be the angle of rotation.



Rotation in Unreal Engine 4 is handled by a node called “RotateVectorAroundAxis”, which requires the following inputs: In Vect, Angle Deg, Axis.



By drawing the debug circles and lines the circle defined by a, b, c points and   D →   vector can also be observed. On the following figure, the grey cube signifies the starting position, the orange cube the Aux point, and the white cube the end point, while the green one is executing the circular movement. CIRC motion in cyber space is shown in Figure 16.



The     d a  →    vector, which is illustrated with the red line, is rotated around the   D →   vector illustrated with the blue line. The output of “RotateVectorAroundAxis” is a vector, to which if we add the coordinate of the origin of the circle, we get the endpoint of the movement. Using the combination of Timeline and Lerp, smooth circular motion can be achieved, assuming that input value of A is 0, and input value of B is the degree of rotation. The output of the lerp is connected to the Angle Deg input of the rotation.



In the case of a unit circle with its center at the origin of the coordinate system, placed on the XY plane, the following are true: if   a =  (  1 ,   0 ,   0  )  ,   b =  (  0 ,   1 ,   0  )  ,   c =  (  − 1 ,   0 ,   0  )   , then   α = 180 °   , β = γ = 90 °  . However, if   b =  (  0 , − 1 ,   0  )    and a, c remains unchanged then the value of   α , β , γ   will still stay the same. For this reason, a secondary checking is necessary using another “RotateVectorAroundAxis” node. If the “In Vect” and “Axis” inputs are same as the existing node, but Angle Deg’s value is  β , then the output vector with the circle’s origin point added to it should be the coordinates of end location. Comparing this with the Aux coordinate, if the two values are equal, the node may use the rotation of angle, if not equal, then   − α   will be used. This second checking is done before the start of the movement, so the direction of rotation will be always correct.



Connecting the “Update” output to the SetActorLocation node, a smooth circular motion can be achieved. The node’s “New Location” input is the output vector of the node “RotateVectorAroundAxis”. Robot control in cyber space is shown in Figure 17.




6. Testing the Effectiveness of Training Using the Virtual Program


A test was conducted with volunteers to determine the effectiveness of the program’s teaching. Students who were never exposed to robot programming in their previous studies have been used to test the software’s impact on education.



The digital twin will be used by various students from the University of Debrecen, Faculty of Engineering. Considering this, it was essential to find volunteers from different groups of students. Overall, 40% of the participants were female, and 60% were male. The age of the participants was between 19 and 25. The students were from the following courses: mechatronics engineering, mechanical engineering, and technical management. Half of the participants were Hungarian students, and the other half of the students came from Asia and Africa, learning English courses.



The ten students who agreed to participate in the study were divided into two groups of five. The first group, team A, was given the opportunity to study the cyber space created in Unreal Engine 4, while team B was given the documents used in their education so far. After at least a half hour of preparation, each student was assigned a complex robot control task in physical space on a KUKA KR5 industrial robot. A top view of the two geometric shapes is shown in Figure 18.



Path training on a sample LIN part using CIRC motion types was required for the task. The time it took the students to complete the task was carefully planned using stopwatches, beginning when they received the Teach Pendant and ending when the robot returned to its home position. At any given time, there was only one student, one supervisor, and one timekeeper in the Robot laboratory. The two tasks, LIN-Triangle and CIRC -Circle, are performed on the sample part shown in Figure 19.



The results are presented in Table 1 and Table 2.



After completing the exercise, the student received feedback via Google forms [59], after selecting whether they used ‘A’ software assistance and ‘B’ traditional teaching aids to prepare before filling out the answers. Responses to the other questions were scaled from 1 to 5 (1—strongly disagree, 5—strongly agree).



To get feedback on the user experience, 10 questions on the system usability scale (SUS) were asked [60]. The feedback shows that the value fell between 3.6–5.0, which means they were satisfied with the program. This indicates that users could use it for training purposes. The results are presented in Table 3.



According to the tables, those who had access to the software were able to complete the two types of tasks more quickly. They were also better prepared and more knowledgeable about how to use the Teach Pendant and robot. Those who had been prepared with traditional materials found it much more difficult to understand how and on what basis the tasks should be solved.



The responses to the Google forms questions indicate that there is a need to expand the educational material using the software. This not only improves efficiency, but it also allows for better distribution of development in other labs, which really is important because lab capacity is limited. However, if the people involved in the training learn how to operate the robot sooner, capacity in the laboratory will be freed up sooner.




7. Discussion


The industry has been using digitalization technologies for some time [61], whether VR [62], AR [63], or digital twin [64]. The applications are wide ranging, both educational and production enhancing. The problem is primarily their integration into a given system or situation. In the absence of uniform standardization [65], there are individual approaches to the problem [66]. Digitalizing individual manufacturing facilities allows flexibility to redesign specific processes to increase efficiency without shutting down the physical production line [67].



The digitalization trend can also help SMEs, as maintaining virtual machines does not necessarily imply purchasing and installing a physical machine [68]. Furthermore, training company professionals in a virtual environment allows them to practice informally, and the risk of physical damage is minimal [69]. In addition, additional 3D models can be added or removed at will, so they can be customized to perform the target task.



In our case, the problem was also to increase efficiency and retain flexibility. Raising the quality of education is part of a complex problem, and it can be determined by the degree course of the participant and the stage of the training period they are at. The study sought to answer whether digitalization, i.e., creating a digital replicant of our industrial robot laboratory, could be a solution in our case. The lab is attended by many students studying other subjects who are at a different stage of their training. Mechanical engineers, mechatronics engineers, and technical managers all cover different fields and have different lab training semesters. Additionally, to avoid lab capacity and clashes with other classes, reduced hours of training are conducted in the industrial lab. Due to the above, it is a serious professional challenge for the teachers involved in the teaching to provide the students with adequate knowledge [70]. The COVID-19 pandemic also posed a serious problem requiring quarantine in case of infection, and travel restrictions made the training impossible [71]. As the virus is still evolving and several variants have emerged, it is difficult to ignore a new wave [72].



The solution to these problems was a digital replica of the Cyber-Physical and Intelligent Robotics Laboratory.



It also provides the possibility to perform PTP, LIN, and CIRC movements with a 6-axis industrial robot. It is important to highlight that, in general, there are often big differences between simulation environments and programming on real robots. The human–machine interface and other functions are usually not integrated into these environments in a one-to-one way or are very far removed from reality. For this reason, those who usually acquire the necessary robot handling skills in such simulation programs are not able to fully operate the machines during physical robot exercises. Taking this into account, the functions in the digital lab are replicated one-to-one to ensure that the participant in the training gain, as much as feasible, identical machine handling abilities when learning virtually. Additionally, by adopting a digital lab, the challenge with lab capacity is resolved because the student can use it anytime without having to be physically there. Exercises were also carried out to assess the program’s impacts on teaching, and the results indicated that teaching using the machine units could be improved. A digital replica of the lab was tested with involved participants. The two teams of 5 people had to perform the same tasks, but one of the teams was given access to the digital lab before programming the physical robot. The tasks were complex, and the execution time was between 15:49 and 31:32 min. For the evaluation, system usability scale questions were asked to the participants and the value fell between 3.6–5.0. It should be remembered that only activities in a virtual environment can give a false sense of security to the user. As even current digital labs cannot physically convey space perception or relative weights of different elements in virtual space. However, even with these features, an individual can still learn to operate a machine more effectively than relying solely on traditional, non-interactive demonstration materials.



Considering the results, it can be said that test participants reacted positively to the virtual lab exercise, and that it is indeed suitable for assisting the participants in the training.




8. Conclusions


Providing students with a high-quality education is a priority. Therefore, practical training must also be competitive and integrate new innovative techniques. Robotic units and other industrial systems with high running costs are a heavy burden for the institution. The study has provided a possible solution to this through the digital twin of the industrial lab, where students have the opportunity to practice in the lab before starting the actual physical training.



However, there is still room for further development, which remains to be explored. Currently, there is no tutorial guide within the application, so the tutor is the person who gives the instructions. No task list currently available would also list the tasks to be performed. Adding these features could help even more in terms of usability. Future development plans include making the digital replica available via a server so that anyone can access the application.
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Figure 1. The cyber-physical and intelligent robot systems laboratory. 
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Figure 2. Architecture model of CPS. 
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Figure 3. The designed and optimized KUKA KR5 3D model. 
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Figure 4. The digital version of CPS Laboratory. 
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Figure 5. KUKA KR5 work area in LIT and wire views in Unreal Engine 4. 
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Figure 6. Change between Robot Cell cameras. 
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Figure 7. The Teach Pendant of KUKA KR5. 
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Figure 8. KUKA KR5 Virtual HMI—Widget Designer Tab. 






Figure 8. KUKA KR5 Virtual HMI—Widget Designer Tab.



[image: Applsci 12 08862 g008]







[image: Applsci 12 08862 g009 550] 





Figure 9. Blueprint of the On Clicked Up Arrow event. 
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Figure 10. The user interface of the digital twin compared to the teach pendant. 
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Figure 11. Designed virtual user interface. Symbols used in the DH table have predefined meanings, which are as follows: θ: Rotation along Z axis; d: Movement along Z axis (distance); a: Joint offset (length of normal); α: Angle difference of two consecutive joints (joint twist) [52]. 
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Figure 12. AnimGraph in the Animation Blueprint. 
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Figure 13. Axis rotation value overwrite in Control Rig. 
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Figure 14. PTP, LIN, CIRC—axis specific movement. 
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Figure 15. Circle center calculation in Unreal Engine. 
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Figure 16. CIRC motion in cyber space. 
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Figure 17. Robot control in cyber space. 
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Figure 18. Standard path training tool. 
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Figure 19. Task in virtual and physical form. 
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Table 1. Team “A” results depending on the use of the program.
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A Team-Blue




	

	
LIN-Triangle

	
CIRC-Circle

	
Total Time






	
1

	
6:18

	
12:27

	
18:45




	
2

	
8:45

	
10:16

	
19:01




	
3

	
4:35

	
9:56

	
14:31




	
4

	
9:27

	
15:37

	
25:04




	
5

	
7:03

	
8:46

	
15:49
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Table 2. Team “B” results depending on the use of the program.
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B Team-Red




	

	
LIN-Triangle

	
CIRC-Circle

	
Total Time






	
1

	
14:24

	
16:37

	
31:01




	
2

	
8:36

	
18:47

	
27:47




	
3

	
10:22

	
15:36

	
25:36




	
4

	
17:01

	
11:18

	
28:19




	
5

	
9:34

	
21:58

	
31:32











[image: Table] 





Table 3. The 10 questions and sus score.
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	No.
	The Statement
	Mean ± SD
	Range





	Q1
	The virtual CPS program is user-friendly.
	4.8 ± 0.4
	4–5



	Q2
	The virtual CPS program is useful to understand robot controls.
	4.4 ± 0.49
	4–5



	Q3
	I felt confident using the program.
	4.4 ± 0.8
	3–5



	Q4
	The program is useful for teaching the motions.
	5 ± 0
	5



	Q5
	The virtual lab has aided in my understanding of logistical issues.
	3.6 ± 0.49
	3–4



	Q6
	I think the HMI and robot functions are well-integrated.
	4.6 ± 0.49
	4–5



	Q7
	I believe that the virtual CPS program’s support for practice makes it more useful.
	4.2 ± 0.4
	4–5



	Q8
	I believe that the virtual CPS program has applications in other areas as well.
	4 ± 0.632
	3–5



	Q9
	I support the fact that most users will learn machine control more quickly using it.
	4.8 ± 0.4
	4–5



	Q10
	The CPS Lab has been able to increase my interest in robot arms.
	5 ± 0
	5
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