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Abstract: Automatic Dependent Surveillance-Broadcast (ADS-B) signals are very vital in air traffic
control. However, the space-based ADS-B signals are easily overlapped and their message cannot
be correctly received. It is challenge to separate overlapped signals especially for a single antenna.
The existing methods have a low decoding accuracy for small power difference, carrier frequency
difference and relative time delay between overlapped signals. In order to solve these problems,
we apply the deep learning method to single antenna ADS-B signal separation. A multi-scale
Conv-TasNet (MConv-TasNet) is proposed to capture long temporal information of the ADS-B
signal. In MConv-TasNet, a multi-scale convolutional separation (MCS) network is proposed to fuse
different scale temporal features extracted from overlapping ADS-B signals and generate an effective
separation mask to separate signals. Moreover, a large dataset is created by using the real ADS-B
data. In addition, the proposed method has been evaluated on the dataset. The average decoding
accuracy on the test set is 90.34%. It has achieved the state-of-the-art results.

Keywords: ADS-B; signal separation; deep convolutional network; single antenna

1. Introduction

ADS-B is the next-generation Air Traffic Control (ATC) surveillance system identified
by the International Civil Aviation Organization (ICAO) [1]. The space-based ADS-B sys-
tem places the ADS-B receivers on low-orbiting satellites to overcome the limitations of
traditional radar and ground-based ADS-B systems [2]. Each aircraft in the airspace can
be monitored and located in the shortest time. Then, the accidents such as MH370 and
AF447 can be effectively avoided. However, the number of aircraft covered by a space-based
receiver is becoming larger with the development of aviation industry [3]. It is easy for dif-
ferent ADS-B signals reaching the receiver simultaneously and overlapping. Thus, the signal
separation methods are essential in the space-based ADS-B system. Depending on the type
of antennas required, the ADS-B signal separation methods can be classified into single-
antenna based and array-antenna based separation methods. At present, array-antenna
based separation algorithms [4-6] are widely studied. They use the spatial characteristics of
ADS-B signals for signal separation. However, if the direction difference of arrival between
overlapping signals is less than the array resolution or the receiver only has single antenna,
the array-antenna based separation methods will fail. In this case, single-antenna based
separation algorithms can be used to separate the overlapped signals.

So far, the ADS-B signal separation algorithms based on a single antenna can be
divided into three categories. The first approach is to utilize the power difference between
overlapping signals. At present, this approach can only separate two signals, and cannot
separate the overlapping signals with a small power difference effectively. For example,
Wu et al. [7] proposed an accumulation and classification algorithm. The signals are
separated based on k-means algorithm by using the power difference. Moreover, this
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method has a high accuracy when the power difference between signals is over 3 dB.
Yu et al. [8] proposed a reconstruction and cancellation algorithm. This method fails
when the input SNR of overlapped signals are low or the power difference between two
signals is large. Furthermore, Li et al. [9] proposed a time-domain ADS-B blind signal
separation (TDBSS) algorithm. Since the amplitude values of the two signals need to
be estimated, the method requires a certain relative time delay between the overlapped
signals, and it fails when the signals completely overlap. The second approach is to utilize
the carrier frequency difference between overlapped signals. This approach can separate
multiple overlapping signals, but large carrier frequency difference is needed. For instance,
Galati et al. [10] proposed a projection algorithm single antenna (PASA). It converts a single
antenna signal into a array antenna signal and uses projection algorithm to separate signals.
However, the PASA can only separate two signals with a certain relative time delay and
over 240 kHz carrier frequency difference correctly. In order to solve the problem of time
delay, Shao et al. [11] proposed an improved PASA. Two signals can be separated as long
as their relative time delay is greater than 0.5 us, but their carrier frequency difference is
no less than 300 kHz. Lu et al. [12] proposed a single-antenna separation method based
on empirical mode decomposition (EMD). This method can separate multiple overlapped
signals, but the minimum separable carrier frequency difference is 300 kHz and the problem
of the mode aliasing needs to be solved. The third approach utilizes other characteristics
of ADS-B signal to separate overlapped signals, such as sparse [13] and pulse position
modulation (PPM) [14] characteristics. In general, traditional single-antenna based ADS-B
signal separation methods are limited by the power difference, carrier frequency difference
or relative time delay between overlapped signals. When all three parameters are small, it
has difficulty in separating the overlapped signals.

In recent years, deep convolutional networks have made breakthroughs in many
areas such as hand gesture recognition [15]. In general, it consists of a convolutional layer,
normalized layer, pooling layer and activation function in deep convolutional networks.
Moreover, the different sizes of convolutional kernels are used to extract local spatial infor-
mation. The commonly used framework of deep convolutional networks is ResNet [16]
and DenseNet [17]. This paper applies the deep convolutional networks to ADS-B signal
separation. By learning the feature relationship between the overlapping and separated sig-
nals, the ADS-B overlapped signals are better separated. The single antenna ADS-B signal
separation problem is similar to the speech separation problem. In speech separation based
on deep learning methods, the framework including the encoder, separation and decoder is
commonly used. The separation model can be divided into three approaches depending on
the network types. The first approach [18-20] uses 1D convolution network with different
size kernels to extract separation mask. However, the long temporal information cannot be
effectively exploited. The second approach [21] uses the Recurrent Neural Network (RNN)
to capture temporal features. However, the sequence is too long, and the RNN cannot be
used to process the signal sequence directly. Generally, the long sequence is divided into
many segments and generate the matrix. Therefore, spatial information in matrix is ignored
and it has high complexity using two RNNs. The third approach [22] utilizes the trans-
former framework to extract mask features. However, it has higher complexity. Compared
with RNN and the transformer-based framework, Conv-TasNet has low computational
complexity. Thus, we improve the Conv-TasNet for ADS-B signal separation in this paper.

ADS-B signal separation based on deep learning is rarely focused due to lacking actual
dataset. In order to solve this problem, a large semi-real ADS-B dataset (SR-ADSB) with two
signals overlapping is created. The real ADS-B messages collected around Tianjin Airport
are used to form overlapped signals by combining different signal parameters such as SNR,
carrier frequency and relative time delay. Moreover, a multi-scale convolutional separation
network is proposed to solve the problem that the Conv-TasNet cannot effectively capture
long temporal information. In the separation network, the multi-scale temporal information
is extracted by using the convolutional layer with different convolutional strides, and the
deconvolution is used to restore the multi-scale under- sampled signal. Finally, the different
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temporal scale features are fused to generate the separation mask. The proposed method
is verified on the SR-ADSB dataset and the average decoding accuracy on the test set is
90.34% and the BER is 0.27%.

2. Single Antenna ADS-B Signal Model

The ADS-B 1090 MHz Extended Squitter (1090ES) baseband signal is composed of an
8 bit fixed preamble and 112 bit data block, with a duration of 120 ps. The 8 bit preamble
contains four fixed position pulses at 0, 1, 3.5 and 4.5 ps, respectively, while the remaining
112 bit data block vary with the content of the message. ADS-B signal is modulated by PPM
technique, and each bit data is composed of two pulses with a duration of 0.5 us. When
the previous pulse is 0 and the next pulse is 1, it represents 0, and 1 otherwise. Therefore,
every ADS-B signal has 240 pulses. The structure of an ADS-B baseband signal is shown in
Figure 1.
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Figure 1. The diagram of ADS-B baseband signal.

ADS-B baseband signal b(t) at initial time (0 ps) is expressed as

240

b(t) = ) big(t —kTy) ¢))
|

where k is number of ADS-B signal pulse, k = 1,2, - - -, 240. by is the value of the kth impulse
and can be 0 or 1. Tj is the unit pulse width of ADS-B baseband signals, T;, = 0.5 ps. g(t) is
unit rectangular pulse with the T, pulse width at —0.5 ps starting position.

The ADS-B baseband signal is modulated to the carrier frequency using the Amplitude
Shift Keying (ASK) modulation. ICAO allows the carrier frequency of ADS-B 1090ES signal
to be (1090 & 1) MHz. Therefore, the modulated ADS-B signal in the time-domain can be
expressed as

s(t) = Ab(t) cos(27tft) )

where A is the signal amplitude. b(t) is the baseband signal and f is the carrier frequency.
In the case of single antenna, an ADS-B overlapping signal is linearly superimposed
by d independent signals, and the ADS-B overlapped signal can be expressed as:

d
x(t) = ) si+n(t) ®)
i=1
The Formula (2) can be further obtained by substituting Formula (3):
d
x(t) =) Abi(t —t;) cos(27fit) +n(t) 4)

i=1

where x(t) is single antenna ADS-B overlapped signal. d is the number of overlapping signals.
A;, b;(t), t;, and f; are the amplitude, baseband signal, time of arrival, and carrier frequency
of ith signal, respectively. n(t) is the received Gaussian white noise.
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3. Proposed Method

Compared with speech signal, it has higher sampling rate for ADS-B signal. How-
ever, the length of ADS-B signal is short and fixed 120 us. It has similar sampling points
with a currently used speech dataset. Thus, we improve the Conv-TasNet [18] framework
used in the speech signal separation to construct a multi-scale Conv-TasNet (MConv-TasNet),
as shown in Figure 2. From the Figure 2, it can be observed that the framework consists
of three models. The encoder model is to extract the features from the ADS-B signal and
the MCS network is to estimate the separation masks. The decoder is to separate the
overlapped signals. In the following, the description of the model is detailed.
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Figure 2. The framework of proposed MConv-TasNet.

3.1. Encoder-Decoder

We follow the Conv-TasNet [18] to build the encoder and decoder model. For the
encoder, a 1-D convolution operation with kernel size K is used to extract the features.
Moreover, the convolutional stride is K/2 to reduce the length of ADS-B signal, which can
reduce the computational complexity. The output of 1-D convolution is fed into the rectified
linear unit (ReLU). The ADS-B signal x € R'*L is encoded into feature x; € RC*2L/K=1 py
the encoder model. C is the number of convolutional kernel.

The decoder model is a reverse process of the encoder model and utilizes the 1-D
transposed convolution operation to generate the separated ADS-B signals. The feature
X is fed into MCS network to extract the separation masks M € R4*Cx2L/K=1_ 4 j5 the
number of separation signals. The element-wise multiplication between feature x; and
mask M is used to get the input of decoder. The whole process can be expressed:

xi = Dconv(8(Conv(x)) ® Mj) 5)
where x{ is ith separated signal and ¢ is activate function.

3.2. Multi-Scale Convolutional Separation Network

From the Formula (5), it can be observed that M greatly affects the separation accuracy.
It is significant to generate effective masks by using discriminative temporal information
in the separation model. In order to capture long temporal information, the temporal
convolutional network (TCN) including 1-D convolutional blocks with increasing dilation
is used in Conv-TasNet. However, the signals is so long and the dilation factors can not
adequately exploit the long temporal information.

In order to solve this issue, MCS network is designed as shown in Figure 3. The MCS
network consists of four convolutional layers, three TCN model and three deconvolution
layers. The output of encoder model is the input of the MCS network. First, the convo-
lutional layers with 1 x 1 kernel size is used to further extract features. Then, the TCN is
utilized to capture long temporal information. The 3 x 1 convolution with stride 2 is used
to compress the length of ADS-B signal. The more long temporal information is captured
by this temporal compression. After the compression, the temporal information of the next
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scale is exploited using the TCN. In order to keep the same size of multi-scale features,
the 1-D transposed convolution is utilized in the second and third TCN. Moreover, the
multi-scale temporal information is fused to generate the separation masks using the 1 x 1
convolution. Compared with Conv-TasNet, our proposed MCS network can capture more
temporal information and reduce the computational complexity.

1x1 Conv 1x 1 Conv

Encoder Features Separation Masks

Figure 3. The multi-scale convolutional separation network.

In TCN, eight 1-D convolutional blocks are used as shown in Figure 4a. Moreover, each
block uses the different dilation factors to capture the relationship between different time-
stamps. Each block consists of three convolution layer and uses residual structure as shown
in Figure 4b. First, the 1 x 1 convolution followed by nonlinear activation function and
normalization is used to improve feature dimensions. Then depth-wise convolution is used
to decrease the number of parameters. Finally, the feature dimensions is changed to the
same dimension of input using the 1 x 1 convolution. The dilation factors are used in the
depth-wise convolution.

1D-Conv 1D-Conv 1D-Conv 1D-Conv 1D-Conv

(a):Temporal convolutional network
(TCN)

J—> 1x1 Conv D ez 1x1 Conv —p-o—p
Input -Conv Output

(b):1D-Conv
Figure 4. The temporal convolutional network.

3.3. ADS-B Signal Dataset

Currently, it is difficult to obtain a large number of ADS-B overlapped signals in practice.
Thus, we created a semi-real ADS-B dataset (SR-ADSB) with two signals overlapping in this
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paper. Firstly, the ADS-B data of Tianjin Airport from 21 April to 21 May 2021 were collected.
The abnormal data and duplicate information of the longitude, latitude and altitude were
removed. A total of 171,850 ADS-B messages of 2315 aircraft were obtained. Among them,
600 ADS-B messages with different aircraft number (AA), longitude, latitude and altitude
were randomly selected as the initial samples.

The overlapping signals parameters of the dataset are set according to the single
antenna ADS-B overlapped signal model in Section 2. The range of SNR is 5-25 dB, and the
interval step is 5 dB. The power difference between the signals is set to 0 dB, 1 dB and
2 dB. The carrier frequency of the signals is set as the intermediate frequency 9-11 MHz,
the interval step is 0.5 MHz, and the carrier frequency difference between signals is set as
0 Hz, 500 Hz, 1000 Hz, and 1500 Hz. For the relative time delay between signals, 0 us, 5 ps,
10 ps, 20.3 ps are used. It can generate 1200 kinds of overlapping signals with different SNR,
carrier frequency, relative delay for a pair-wise signal. From the initial sample, 400 ADS-B
signals are selected and two signals are used as a group. Hence, 240,000 samples were
obtained as the training data for the SR-ADSB. The remaining 200 ADS-B signals are used
to generate 120,000 test samples.

4. Experiment
4.1. Implementation Details

Our proposed MConv-TasNet is performed in the SR-ADSB Dataset. The PyTorch
and RTX 6000 GPU are used in experiments. The Adam optimization function is used in
all experiments. The initial learning rate is set to 0.001. When the validation accuracy is
not improved in three consecutive epochs, the learning rate is decayed by ten. Gradient
clipping with maximum Ly-norm of 5 is applied during training. The batch-size is set to 32.
C, Kand L are 512, 16, and 16,400, respectively, in this paper.

4.2. Comparison with Different Deep Models

Three commonly used deep learning networks [18,21,22] are experimented on in our
proposed dataset, and decoding accuracy and bit error rate (BER) are used as evaluation.
The decoding accuracy is the percentage of the correctly decoded signals number in the
total number of received signals, while the BER is the ratio of the erroneous bits” number
to the total number of signal bits. The average decoding accuracy and BER of the four
networks on 120,000 test samples are shown in Table 1. From the table, it can be observed
that the transformer based method is better than Conv-TasNet and Bidirectional LSTM.
Moreover, our proposed MConv-TasNet outperforms the transformer-based method, which
verifies the effectiveness of our proposed method.

Table 1. Comparison of different deep learning methods on the SR-ADSB dataset.

Method Decoding Accuracy BER
Conv-TasNet [18] 88.48% 0.45%
Bidirectional LSTM [21] 88.39% 0.45%
Transformer [22] 88.80% 0.57%
MConv-TasNet 90.34% 0.27%

4.3. Comparison with Different Traditional Methods

The separation performance of MConv-TasNet is compared with the PASA [10] and
TDBSS [9] algorithms, which have better performance among the existing single-antenna
based ADS-B signal separation algorithms. They are tested in the SR-ADSB dataset. More-
over, the decoding accuracy and BER are also used to measure the impact of SNR, power
difference, carrier frequency difference and relative time delay on the performance of
the algorithms.
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4.3.1. Analysis of Signal Power Difference on Separation Results

A total of 1500 test samples with SNR of 5, 10, 15, 20 and 25 dB, power difference
between signals of 0, 1 and 2 dB, carrier frequencies of 10 MHz and 10.0015 MHz, respec-
tively, and relative time delay of 10 ps are selected. The decoding accuracy and BER of
PASA, TDBSS, and MConv-TasNet algorithms are shown in Figures 5 and 6, respectively,
where the carrier frequency and relative time delay of the signals are fixed, SNR varies
from 5 to 25 dB, and the power difference between the signals is taken as 0 to 2 dB. Further-

more, the decoding accuracy and BER of PASA and TDBSS are the average of 100 Monte
Carlo experiments.
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Figure 5. The decoding accuracy of PASA, TDBSS and MConv-TasNet algorithms on signal power
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Figure 6. The BER of PASA, TDBSS and MConv-TasNet algorithms on signal power difference.
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The average decoding accuracy of PASA, TDBSS and MConv-TasNet algorithms in
Figure 5 is 14.99%, 13.17% and 99.97%, respectively. It can be observed that the decoding
accuracy of the MConv-TasNet algorithm is less affected by the signal power difference.
However, the decoding accuracy of PASA is affected, and the performance of algorithm is
better when the power difference is smaller. The TDBSS algorithm is very sensitive to the
power difference between overlapped signals, and the decoding accuracy of TDBSS algorithm
gradually increases as the power difference and SNR increase. Overall, the decoding accuracy
of PASA and TDBSS algorithm are lower than that of the MConv-TasNet algorithm.

The BERs of PASA, TDBSS and MConv-TasNet algorithms with different SNR and
power difference are shown in Figure 6, and the average BERs of the three algorithms are
26.22%, 14.03% and 0.01%, respectively. The MConv-TasNet algorithm only has a 0.1% BER
when the SNR is 5 dB and the power difference is 2 dB. At the same time, the signal power
difference has less influence on the BER of PASA. However, the TDBSS algorithm is very
sensitive to the signal power difference and SNR variation, and its BER decreases gradually
with the increase in signal power difference and SNR. The overall BER of the MConv-TasNet
algorithm is significantly lower than that of the PASA and TDBSS algorithm.

4.3.2. Analysis of Carrier Frequency Difference on Separation Results

A total of 2000 test samples with SNR of 5, 10, 15, 20 and 25 dB, power difference
between signals of 2 dB, relative time delay of 10 us, carrier frequency of 10 MHz for one
signal and 10, 10.0005, 10.001 and 10.0015 MHz for another are selected for testing. When
the carrier frequency difference between the signals is 0, 500, 1000 and 1500 Hz and the
SNR of the signals varies from 5 to 25 dB, the decoding accuracy and BER of PASA, TDBSS
and the MConv-TasNet algorithms are shown in Figures 7 and 8, respectively.

1 ——=k————= - - *
OCI - *_ .............. Q- PASAOHZ

— © —PASA500Hz

0 —=©-= PASA 1000 Hz T
—©— PASA 1500 Hz
sl «+-- k- TDBSSOHz |
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: -===3=++ MConv-TasNet OHz
K — Y — MConv-TasNet 500 Hz
R — === MConv-TasNet 1000 Hz .
3 —=k— MConv-TasNet 1500 Hz | _.=*""
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Figure 7. The decoding accuracy of PASA, TDBSS and MConv-TasNet algorithms on carrier fre-
quency difference.
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Figure 8. The BER of PASA, TDBSS and MConv-TasNet algorithms on carrier frequency difference.

As can be observed in Figure 7, the average decoding accuracy of PASA, TDBSS
and MConv-TasNet algorithms is 6.37%, 29.74% and 96.8%, respectively. The MConv-
TasNet algorithm is affected in 0 Hz carrier frequency difference with small SNR. However,
the TDBSS algorithm has its highest decoding accuracy when the carrier frequency differ-
ence is 0 Hz. As the carrier frequencies of the two signals are the same and the difference
between high and low pulses is more stable, it is more accurate to estimate the bit values of
the two signals by the amplitude difference. However, the decoding accuracy of the TDBSS
algorithm is 0 when the SNR is small, such as 5 and 10 dB. Therefore, the TDBSS algorithm
is more affected by the SNR. The PASA is based on the carrier frequency difference to
separate signals; thus, it is more affected by the carrier frequency difference. The decoding
accuracy of PASA is highest when the carrier frequency difference is 1500 Hz, but it is
close to 0 when the carrier frequency difference is small. In summary, the MConv-TasNet
algorithm can separate more signals accurately than the PASA and TDBSS algorithm when
the carrier frequency difference between overlapped signals is less than 1500 Hz.

The average BERs of PASA, TDBSS and MConv-TasNet algorithms are 32.11%, 8.88%
and 0.04%, respectively, in Figure 8. The BER of PASA is significantly higher than that
of the TDBSS and MConv-TasNet algorithms, and the BER of PASA decreased gradually
as the carrier frequency difference increased. The TDBSS algorithm has the lowest BER
at 0 Hz. Meanwhile, the MConv-TasNet algorithm has a certain BER when the SNR and
carrier frequency difference are small, and the BERs of the MConv-TasNet algorithm are all
0 for different carrier frequency differences when the SNR is greater than 10 dB. Therefore,
PASA is most affected by carrier frequency difference among the three algorithms, while
TDBSS and the MConv-TasNet algorithms are mainly affected by SNR.

4.3.3. Analysis of Relative Time Delay on Separation Results

A total of 2000 test samples with a SNR of 5, 10, 15, 20 and 25 dB, power difference
between signals of 2 dB, carrier frequencies of 10 MHz and 10.0015 MHz, and relative time
delays of 0, 5, 10 and 20.3 ps are selected for testing. The decoding accuracy and BER of
PASA, TDBSS and MConv-TasNet algorithms are shown in Figures 9 and 10, respectively,
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with the power difference and carrier frequency of the signals fixed, SNR varying from 5 to

25 dB, and relative time delay taken as 0, 5, 10 and 20.3 ps, respectively.
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The average decoding accuracy of PASA, TDBSS and MConv-TasNet algorithms is
13.65%, 27.07% and 99.93%, respectively, in Figure 9. It can be observed from the figure
that PASA and TDBSS algorithm are more influenced by the relative time delay between
overlapped signals. The decoding accuracy of both algorithms are increased with the rise
of the relative time delay, and they achieve the highest decoding accuracy when the relative
time delay is 20.3 us. However, the MConv-TasNet algorithm outperforms them and is less
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affected by the relative time delay. In particular, the MConv-TasNet algorithm is still able
to separate signals with high accuracy when the relative time delay is 0 ps.

The average BERs of PASA, TDBSS and the MConv-TasNet algorithms are 22.45%, 9.81%
and 0.02%, respectively, in Figure 10. The MConv-TasNet algorithm achieves the maximum
BER 0.12% when the relative time delay between overlapped signals is 0 ps and the SNR
is 5 dB. The BERs of the algorithm are all 0 when SNR is greater than or equal to 10 dB.
The TDBSS algorithm achieves the minimum BER 6.1% at the relative time delay of 5 s,
while the PASA achieves the minimum BER 12.06% at the relative time delay of 20.3 us.
Therefore, the TDBSS and PASA are more affected by the relative time delay, while it has less
impact on the performance of the MConv-TasNet algorithm.

In summary, it is verified by semi-real data that the MConv-TasNet algorithm proposed
in this paper has a much higher decoding accuracy than the PASA and TDBSS algorithm
under different SNR, power difference, carrier frequency difference and relative time delay
conditions. When the power difference, carrier frequency difference and relative time delay
between overlapping signals are small, the improved algorithm can still separate the signals
with high accuracy. Therefore, the single-antenna signal separation method based on the deep
learning network has great superiority over the traditional methods, which can better separate
signals by learning the feature relationships between overlapping and separated signals.

5. Conclusions

This paper proposes a novel MConv-TasNet for the space-based ADS-B signal sep-
aration with a single antenna. It can capture different scale temporal features from the
overlapped ADS-B signal and improve the separation performance. Moreover, a large
ADS-B signal dataset is created to verify our proposed method. Compared with other deep
learning networks, our proposed MConv-TasNet performs better. Furthermore, MConv-
TasNet is far superior to traditional methods, such as PASA and TDBSS. When the power
difference, carrier frequency difference and relative time delay between overlapping signals
are small, our proposed method can still separate the signals with high accuracy. Therefore,
the ADS-B signal can be separated more accurately by taking advantage of deep learning
methods that are good at mining signal features.
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