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Abstract: In South Korea, various attempts have been made to utilize the Pavement Management
System database (PMS DB) more efficiently as a basis for preventive maintenance. Data for the PMS
DB is extensively collected every year. This study aims to predict future pavement conditions by
introducing the concept of machine learning instead of regression modeling. We selected 469 sections
that satisfied the analysis conditions and used them for analysis. We used particle filtering, a machine
learning technique, to predict future pavement conditions. We found that the function of the particle
filtering technique itself increases the prediction accuracy for the target section analyzed as the
number of particles increases. Furthermore, the number of time series points in one section had a
higher impact on the improvement of prediction accuracy than the number of sections analyzed.
Finally, the relative error by each predicted age for the same section decreased as the number of time
series points increased. These findings indicate that the rate of decrease in the performance index can
be quantitatively presented in the future, and the method developed in this study could be used by
pavement managers during the decision-making process.

Keywords: pavement management system; condition predicting method; particle filtering; machine
learning; uncertainty

1. Introduction

Roadways in South Korea are generally classified into seven types: express high-
ways, national highways, special metropolitan city roads, local highways, city roadways,
county roadways, and district roadways. In particular, express highways and national
highways play a fundamental role in the economy and transportation of South Korea. As
of 2021, while express highways only account for 4865 km (4.3%) and national highways
for 14,174 km (12.5%) of the 113,404 km of total roadways, their repair costs account for
39.1% of the total [1]. Analyzing the quantity and cost of each management method for
road pavement revealed that the increase in the amount of overlay and reconstruction
methods was the largest compared to that in 2013 [1], and the proportion of the cost for the
two methods to the total cost increased from 67.4% to 77.7%, suggesting an increase in the
importance of managing aged pavement.

The earnest construction of concrete pavements in South Korea started in the 1980s. As
of 2020, approximately 12,956 km of lanes are in operation as express highways and national
highways, and among them, 2528 km have exceeded the design lifespan of 20 years and are
classified as aged concrete pavement subject to intensive management [2]. Recently, with
the rapid increase in lifespan-exceeding sections with reduced structural and functional
performance due to the aging of the concrete pavement, the inconvenience of road users
caused by the maintenance of old sections is also increasing. Rather than the current
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application of partial depth repair, the need for a method to develop roads that perform as
newly constructed roads, including full road rehabilitation, and the need for preventive
maintenance are gradually increasing [3].

Therefore, most concrete pavements have been systematically managed through the
pavement management system (PMS) since 2006. To understand the pavement condition
at the network level of policy makers and road managers and to determine the repair
method, the highway pavement condition index and the national highway pavement
condition index have been established and operated for express highways and national
highways, respectively. In particular, as the necessity and effectiveness of management
through PMS have been proven recently, both express highways and national highways
are being investigated annually as of 2021.

However, in the operation of the current PMS of express highways and national
highways in South Korea, the investigation results of the current year are generally reported
after March of the following year. Accordingly, using the results as the basis for preventive
maintenance to efficiently operate the pavement condition and budget has a practical
limit. In addition, the PMS, where a database for a vast network is built every year, is
mostly operated for managing the current pavement status. Thus, policy decisions such as
preventive maintenance and budget requirements for future pavement conditions are still
being made based on the subjective judgment of experts.

Because most research related to the prediction for pavement management thus far
has mostly been based on the regression modeling technique, which is used for decision-
making at the network level rather than at the project level, modeling that satisfies all
cases has been impossible. When establishing the pavement rehabilitation strategy, using
an inaccurate result value as the public state expression for the corresponding section
affects only the relevant section under the management at the network level; however,
there is also an evident limitation that it is difficult to use under the management at the
project level. Therefore, this study attempted to develop a predictive model for a data
learning-based performance index that can be used at both the network and project levels
for concrete pavements in South Korea. Our aim is to allow more effective road pavement
management by identifying the rate of decline in the quantitative performance using the
current condition index.

2. Literature Review
2.1. Research on Predictive Model Development Using Pavement Performance Database

Road pavement is one of the most easily and frequently encountered infrastructures
in modern society, and the budget for managing its vast extension at a satisfactory level for
users has always been insufficient. As one of the efforts for more effective and long-term
systematic management, several revisions have been made to secure and predict pavement
performance since the 1959 American Association of State Highway Officials (AASHO)
road test in the United States.

Several Departments of Transportation in the United States have attempted to identify
the functional and structural status of road pavements and help with the decision-making
of maintenance at the network level through the pavement condition rating (PCR) index,
developed based on a mechanistic-empirical design in the 1970s-1980s [4]. PCR was
constructed using time series data collected over two years, and the R? value of the final
regression equation was derived in the range of 0.70-0.76. As a result of managing road
pavement in the United States using PCR, a slow deterioration rate was observed in
the initial life section, suggesting that the deterioration rate would increase rapidly after
15 years, resulting in higher maintenance costs.

As the use of PCR began in earnest, the importance of a performance prediction model
increased in PMS, and it started being considered essential for technical and economic
management at the network and project levels. In particular, carefully determining the
optimal decision-making and management strategy application timing was necessary as
the prediction results for road pavement performance may lead to astronomical costs. As a
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result of more detailed classification of factors affecting the deterioration of the pavement
condition index compared to PCR, non-linear regression modeling could be performed
using the distress index, structural index, and roughness index as variables [5]. In particular,
an index that considered both the new and rehabilitated pavements was developed.

In the 2000s, along with the rapid development of computing technology and the Inter-
net of Things, especially the development of road pavement condition survey equipment
linked with the geographic information system (GIS) and the global positioning system
(GPS), predictive models were developed using more extensive and complex data research.
With increased computing speed, predictive models that could consider several cases began
to be developed. Among them, Markovian prediction was one of the methods employed to
predict the degree of deterioration of the pavement that could be used for decision-making
on future management or rehabilitation [6]. In addition, GIS and GPS have been linked to
the existing ARAN equipment, and future pavement management methods using imaging,
scanning, and automatic interpretation technologies and the development direction of the
mobile mapping system (MMS) have been suggested [7].

Since approximately 10 years ago, various studies using a sizable database covering
all factors affecting pavement other than road pavement have been conducted for more
systematic management of the ever-growing amount of pavement. In addition to distress,
roughness, and structural number (SN), which are representative variables used for road
pavement management thus far, the amount of change in the pavement condition index
has been analyzed by introducing the concept of change amount for each element [8].
In addition to the management aspect of road pavement, management measures, including
road user safety, have been proposed [9], and skid variables other than distress, roughness,
and SN have been added. Furthermore, unlike the generally applied regression modeling,
the condition index was created by linking the analytical hierarchy process, an expert
questionnaire method, and regression modeling based on the road photos and analysis
results collected through the MMS equipment [10].

2.2. Infrastructure Management Related Database Based on Machine/Deep Learning Research

As in Section 2.1 above, most of the studies related to the performance prediction
of road pavements used regression. Recently, artificial intelligence (AI) techniques for
detecting defects (especially cracks) based on road surface photographs collected through
MMS equipment have been introduced. Representative studies include crack detection
using deep learning techniques such as convolutional neural network (CNN) and “You
Only Look Once (YOLO)” [11], future flatness prediction using the support vector machine
model [12], and auto porthole detection using CNN [13]. There are cases of research
using various image-based Al technologies such as fuzzy C-means, holistically nested
edge detection, multi-layer perception, random forest classifier, support vector classifier,
recurrent neural network (RNN), histogram of oriented gradients (HOG), and grayscale-
weighted HOG [14-22]. Image-based research is also essential for automatic analysis
processing; however, there were few cases of introducing the Al method for predicting the
road pavement condition index used in decision-making.

As a result of examining the representative research cases where the Al technique
was applied to other facilities, the majority of studies were found to focus on bridges as
target facilities. First, since the 1970s, various studies have been conducted to develop a
bridge performance prediction model using condition rating data from the national bridge
inventory in the United States, primarily using the classification and regression tree and
Monte Carlo simulation techniques [23,24].

In the 2000s, studies were conducted to predict the future performance and remaining
life of bridges using the artificial neural network technique [25-27]. Furthermore, research
on building a life cycle prediction model for a bridge using the long short-term memory
(LSTM) algorithm based on bridge inspection history data on national roads has been
conducted [28]. LSTM is an updated algorithm of RNN, compensating for the shortcomings
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of RNN with a long-term dependency problem that makes it challenging to preserve
past data.

However, as a type of Al machine learning technique, studies using the particle
filtering technique, which can be applied to bridges or road pavements that change state
in time series, have been conducted [29-31]. Particle filtering is a technique applicable
when predicting non-linear and non-Gaussian distributions, which is known to be applied
even when the information on the initial distribution is relatively unclear compared to the
existing Bayesian method [32,33]. Accordingly, this study intends to predict the pavement
condition index through data-based research, not image-based research.

Based on studies in which Al techniques have been applied to various road infrastruc-
tures thus far, we used particle filtering, a machine learning technique, in this study. The
purpose and application scope of particle filtering have been discussed in Section 3.

3. Methodology

As mentioned in Section 2.2, particle filtering is a type of particle-based Kalman filter
and can be applied to a predictive model with high nonlinearity. In addition, particle
filtering is known as an advanced technique for supplementing the prediction accuracy
of the Bayesian method. In particular, considering the characteristics of particle filtering
based on Bayesian probability theory, model variables with high probability are resampled
with weights, and model variables with low probability are relatively resampled through
an update process that reflects the actual measured data. In other words, the variables with
higher probability among the model variables are resampled through the update process,
and accordingly, the prediction accuracy is improved for the target data (or model) with
higher reliability of the measured data. Due to these characteristics, the particle filtering
technique is also called “Sequential Monte Carlo” [33].

In this study, the regression analysis parameters, “a” and “b”, as states, were used in
the “augmented particle filter” [30-32]. Furthermore, in our problem, all equations were
prepared based on a previous study [33]. Based on the concrete pavement condition index
(CPCI), which is one of the various condition indices of concrete pavement, the following
equations were established as the first step to utilize particle filtering:

CPCIly = CPCIly_q1 + agt + by, €))]

A1 = Ak + Wk, 2)

byi1 = by + Wi, 3)

Yic = CPCIP“red — CPCI, ~ CPCI(0,0pcy ). )

7o

In Equations (1) to (4), a; and by are regression coefficients. In this study, “a” and
“b” are uniform distributions, set in the range considering (a) the slope of the regression
analysis of the actual detection data and (b) the uncertainty of the initial CPCI. w,; and wy
are white noise vectors of a Gaussian distribution with a mean of 0. In addition, CPCIj
represents the future CPCI and is set as an objective function of k corresponding to a time
variable. t denotes the age of concrete pavement, and CPCI ,Z”e“s”"?d denotes the measured
CPCI. Therefore, v, is a concrete pavement condition exponential function, which can be
expressed as CPCI(0,02p¢;). Consequently, the relative likelihood can be expressed as
Equation (5). The relative likelihood is given as follows [33]:

g = P(CPCI,T”S“”d - CPCIk> ~ . (5)

1 cpeppeasied _ cpcy\?
ocpcI

1
———exp
V27mocpct 2

So far, no case has been found regarding the quantitative error rate that occurs during
PMS pavement surface scanning image analysis. Therefore, 5-10% of the error rate that is
commonly recognized in the PMS field of Korea was used as a measure of data validity for
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CPCI

the application of particle filter; thus, ccpc; was assumed to be 0.1 (10%). In addition, the
relative likelihood can be normalized as expressed in Equation (6).

qi
qi = : (6)
l Zjlil 9

In Equation (6), N denotes the number of particles, indicating that the sum of the rela-
tive likelihoods equals 1. New particles can be calculated based on the relative likelihoods
g;. This procedure can be performed using several different methods. In this study, we
applied [34]. To prevent the situation where the initial CPCI is biased toward a specific
distribution, a random number (r) was set to a uniform probability distribution between 0
and 1.

j-1 j
Yqi<r<) g @)
i=1 i=1

Through the process of Equation (7), a; and b; can be reselected. g denotes the mea-
surement data. At this time, the probability value increases as the CPCI approaches the
mean, and the probability decreases toward the tail of the normal distribution. In other
words, using this procedure allows the reproduction of data with a high probability value
in the normal distribution, and these data are preferentially selected. Conversely, data with
low probability are gradually removed. Further, old particles are replaced with new ones
in the next step (N times repetition). Figure 1 shows an intuitive conceptual explanation
for this.

Age (Years)
. Particle filtering
P (90° counter-clockwise rotation) ( k+1)th step 000000 O --—-—-———-- Prior particles
) Likelihood distribution | TT)M\T T |
i - 3 g . 9 o000 @ O0------- Posterior particles
0/ / pdated distribution * y G Pl W OOIRHOTPAUCE
T g T T v V
- =Zee 5 : 4 SR Update & resamplin;
= Preventive maintenance (4.0) e f z\x & pe Mping
o s - - = ( k)th step o e g
<. Reactivemaintenance (3.25) Likelihood ~ distribution
A f of detected data
s Reconstruction(2.5)
 eDetected data | 4 i
@ Detected data A L )
-obabilistic pr T T | I | | " )
.......................... Probabilistic predictionof CPCI (k-1)th step o0 o e o o ° @®--- DPrior particles
k

Age (Years)

Figure 1. Intuitive schematic diagram of the particle filtering (for example).

As shown in Figure 1, it can be verified that the particle filtering technique used in
this study has a completely different algorithm from the general regression modeling.
Therefore, although direct comparison between the two techniques can help understand
this study in certain aspects, this study rather focuses on the prediction of the index
itself. Hence, regression modeling is not covered in this study because of the distinction
between the two techniques, where regression modeling focuses on the correlation between
independent variables.

4. Prediction of Concrete Pavement Performance Based on Particle Filtering
4.1. Data Preparation
The CPCI data used in this study were collected from the PMS DB in South Korea. The

CPCl includes a function of the amount of surface distress and the international roughness
index (IRI), as shown in Equation (8).

CPCI = f(SD,IRI) 8)
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The 10 m-unit section of this data included the contents of roads, routes, lanes, starting
and ending points, flatness (IRI), surface distress, and CPCI. The data were collected every
two years (Table 1).

Table 1. Part of PMS DB in South Korea.

Age 25 Age 27
IRI. SD CPCI IRI SD CPCI

Latitude Longitude Route Start End Bound Lane Type

37.2084 127.4418 A 0 0.01 South 1 JPCP  0.81 0 431 073 0.51 3.39
bound
South

37.2088 127.4415 A 0.01 0.02 1 JPCP 0.71 0 437 129 024 3.33
bound
South

37.2092 127.4413 A 0.02 0.03 bound 1 JPCP  0.68 0 439 069 0.08 3.97

In particular, to maximize the effect of this study on concrete pavements in South
Korea designed and constructed with a design life of 20 years, we attempted to establish a
dataset for the sections where PMS was used in earnest, pavement performance changed
rapidly, and rehabilitation was applied. Therefore, we used the data from the roadways of
19 to 30 years of age from the time of construction and derived the approximate distribution
of the dataset by the number of time series points collected, as shown in Figure 2.

[ 1t stage]
Matching the start and end points based on GPSinformation

[2nd stage ]
Extraction of sections with more than 3 points of data

[ 3 stage ]
Sorting data based on 4 items
(Earth work, Pavement type, First pavement history, Design of lane)

[ 4™ stage]
Extraction of sections without maintenance history.

[ 5™ stage]
Removal the overlap data

[ 6! stage]
Classify two groups based on history points

(5 points, 7 points)

Figure 2. Flow chart of data pre-processing in six stages.

4.2. Data Pre-Processing

When the constructed data set mentioned in Section 4.1 was prepared, the format was
built in the following order:
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1. The start and end points were matched using the GPS values for each age of concrete
pavement and each 10 m section.

2. Time-series sections collected over three consecutive points simultaneously and the
endpoint section in the PMS DB are extracted.

3.  Data were sorted and filtered based on four items: earthworks, pavement type, first
pavement history, and design lane (38,208 sections = 38.208 km).

4. Data clusters that do not have a maintenance history after initial packaging were
extracted (576 sections = 5.76 km).

5. Redundantly written historical data were removed to improve data reliability (predic-
tion accuracy) (469 sections = 4.69 km)

6.  Data sets were classified into two clusters based on consecutively collected time-series
data points within the same time and endpoint interval (7 points = 208 sections;
5 points = 261 sections; a total of 469 intervals).

4.3. Particle Filter Model for CPCI Prediction

Based on the DB calculated through the six stages of data pre-processing introduced in
Section 4.2, a basic model that can intuitively check the time-series changes of the concrete
pavement was derived. Using the basic model, identifying the approximate state change of
the analyzed section by age was possible. Figure 3 shows the fundamental model trend
curve obtained by dividing by the number of time-series points (5, 7) in the same section of
the 4.69 km analyzed. As for the basic model, there is no case where the state index increases
with time because removing outliers is performed through the process in Section 4.2 above.
However, particle filtering application seemed necessary as it did not show a continuous
decreasing trend such as a general regression model.

5

2 = =i == MAaX

— average

min

2 e max

—e— average

min

0 5 10

15 20 25 30 0 5 10 15 20 25 30

Age (years) Age (years)

(a) (b)

Figure 3. Basic prediction curve by condition history for concrete pavement. (a) CPCI prediction,
basic model (using 7 points); (b) CPCI prediction, basic model (using 5 points).

5. Results
5.1. Application of Particle Filtering

Changes in CPCI can be predicted by updating the time-series regression analysis
model using the particle filtering technique. The measured data collected by section and age
are used to update the prediction model used in this study. Figure 4 shows the prediction
curves for each age across 208 sections (2.08 km) with 7 points and 261 sections (2.61 km)
with 5 points, where CPCI prediction ranges at the time of completion were assumed for
the three cases of CPCI (4.2, 4.4, and 4.6) as follows: 4.2-5.0 for 4.2, 4.4-5.0 for 4.4, and
4.6-5.0 for 4.6, where, to clarify the meaning of the prediction curve of CPCI, the baseline
for maintenance application was indicated as well (4.0 for preventive maintenance, 3.25 for
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reactive maintenance, and 2.5 for reconstruction). As a result of the analysis, the narrower
the setting range for the initial CPCI prediction value (the uncertainty section), the higher
the prediction accuracy for the predicted points (30 years old and 27 years old) for both

7-point and 5-point sections.

CPCI

O  Detected data
-------- Initial slope

Particle filtering prediction

10 15 20 25 30

Age (years)
(@)

CPCI

O  Detected data
........ Initial slope

Particle filtering prediction

15 20 25 30
Age (years)

CPCI

O Detected data
-------- Initial slope

Particle filtering prediction

10

15 20 25 30
Age (years)

(e)

Figure 4. Comparison of detected data and particle filtering prediction. (a) Initial CPCI 4.2 (prediction
curve using 7 points); (b) initial CPCI 4.2 (prediction curve using 5 points); (c) initial CPCI 4.4
(prediction curve using 7 points); (d) initial CPCI 4.4 (prediction curve using 5 points); (e) initial CPCI

4.2

CPCI

44

CPCI

CPCI

Preventive main}é%\l{ﬁéé—(—@(})' G\S\S\®>\<
| Reactive maintenance (325) o
Reconstruction (2.5)
O  Detected data
-------- Initial slope
Particle filtering prediction
0 5 10 15 20 25 30
Age (years)
(b)
Preventive maintenance (Zb-)—
Reactive maintenance (3.25) O
Reconstruction (2.5)
O Detected data
-------- Initial slope
Particle filtering prediction
0 5 10 15 20 25 30
Age (years)
(d)
Preventive maintenance (X.()) "@\@\G\%
Reactive maintenance (3.25)
[Reconstruction 25)
O Detected data
-------- Initial slope
Particle filtering prediction
0 5 10 15 20 25 30
Age (years)
(f)

4.6 (prediction curve using 7 points); (f) initial CPCI 4.6 (prediction curve using 5 points).
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Table 2 presents the prediction accuracy for the six cases shown in Figure 4. Predic-
tion accuracy can be expressed along with the concept of relative error. Please refer to
Equation (8). eg r denotes the relative error rate between the actual data and the predicted
data, and CPClpegicted and CPClyetecteq denote CPCI predicted through particle filtering
and actual CPCI, respectively.

CPCIpredicted - CPCIdetected
CPCIdetected

Prediction accuracy (%) =1—¢epp=1—

©)

Table 2. Comparison of prediction accuracy for each section according to changes in initial CPCI (4.2,
4.4, and 4.6).

206 Sections (in 30 Years) 261 Sections (in 27 Years)
Division Detected  Predicted  Accuracy ~ Detected  Predicted  Accuracy
CPCI CPCI (%) CPCI CPCI (%)
42 (a),(b) 2.938 95.71 3.195 9421
44 (0)(d) 3.07 3.154 97.27 3.02 3.187 9448
4.6 (e),(f) 3.091 99.33 3121 96.66

5.2. Verification of the CPCI Prediction Model

In this study, to verify the CPCI prediction model, the prediction reliability of the
predicted data compared to actual data (30 years old and 27 years old) was analyzed while
changing the number of particles for all data points in 206 and 261 sections. Table 3 presents
the analysis results.

Table 3. Comparison and verification of prediction accuracy for each section according to the change
in the number of particles.

206 Sections (in 30 Years) 261 Sections (in 27 Years)
95% Confidential Interval
No. of
Particles Not Validation Not Validation
Included Accuracy Included Accuracy
Included o Included o
(%) (%)
1000 200 8 96.15 236 25 90.42
5000 199 9 95.67 241 20 92.34
10,000 202 6 97.12 241 20 92.34
15,000 204 4 98.08 241 20 92.34
20,000 201 7 96.63 241 20 92.34

As a result of the analysis, using 15 000 particles was the most efficient, as confirmed
in Figure 5.

Among the 467 sections included in this analysis, the data that comes in the 95%
confidence interval for the 2.06 km section that predicts the age of 30 years is 204 out of
the 208 sections, accounting for 98.1% of the total, leaving only 4 points (1.9%) counted as
sections not included. The data that comes in the 95% confidence interval for the 2.61 km
section that predicts the age of 27 years is 241 out of the 261 sections, accounting for 92.3%
of the total, leaving 20 points (7.7%) counted as sections not included.
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5 — Particle filtering prediction
— Particle filtering prediction 45 95% upper and lower CI 1
45 95% upper and lower CI —— Detected data
— Detected data 4 1
4
35 3.5
5 3 £ 3 |
) o
2.5 25 1
2t ) |
15
15 ¢ 1
1 1 i 1 L
50 100 150 200 250 1 ‘ ‘ ' ‘ ‘
Detected point
(@) (b)
Figure 5. Particle filtering prediction of CPCI and 95% confidential interval by 15,000 particles.
(a) 208 sections (2.08 km). (b) 261 sections (2.61 km).

In this study, we analyzed the change in prediction accuracy by increasing the number
of data points in the order of 3, 4, 5, and 6 (except for the initial CPCI) for the 2.06 km
section with a total of 7 points. In Table 4, the results predicted through actual data are
indicated in blue. Considering the analytic characteristics of particle filtering, the learning
results and prediction accuracy of the actual data were at least 99.4%. Furthermore, as the
length of the prediction period increased, the prediction accuracy gradually decreased.
Table 4. Estimation of prediction accuracy according to the change in the number of time-series
points in the same section.

3 Data 4 Data 5 Data 6 Data
Age Actual o e o ge o ge . gs
G GE e T g Dl gy Deddion g i
CPCI %) CPCI % CPCI %) CPCI oo

19 4.00 3.98 99.45 4.01 99.73 4.00 99.98 3.98 99.61
21 3.83 3.83 99.98 3.83 99.94 3.82 99.62 3.81 99.43
23 3.72 3.72 99.88 3.72 99.92 3.72 99.95 3.72 99.95
25 3.53 3.63 97.12 3.51 99.50 3.52 99.80 3.55 99.42
27 3.41 3.55 95.97 3.42 99.63 3.40 99.65 3.39 99.43
29 3.22 3.46 92.43 3.33 96.49 3.32 96.91 3.22 99.86
30 3.07 3.42 88.54 3.29 92.90 3.28 93.16 3.09 99.33

* Note: PF is particle filtering.

The relative error by the number of time-series points for the same section decreased

as the number of points increased, as shown in Figure 6.
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CPCI
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<
= 10%
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& 710%  6.84%
V]
=
& 5%
]
31 =
: 0.67%
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19 21 23 25 27 29 3 4 5 6
Lifetime (years) Num. of used data
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Figure 6. Results of prediction accuracy according to the change in the number of time-series points

in the same section. (a) Influence of the number of actual data used for updating on the prediction of

CPCI by the particle filtering; the lines are the mean values; (b) relative errors according to amount of
data used for updating.

6. Conclusions

This study is the first of various steps to predict the future pavement condition index

based on machine learning using the PMS database, and it can be considered pioneering
work. This study, in particular, used the CPCI to establish a process for predicting the
future pavement condition. The conclusions of this study are as follows.

1.

This study applied particle filtering on time-series data of the concrete pavement
condition of a specific section, which were collected for research, to predict pavement
conditions. As a result of reviewing 22 different cases, the particle filtering technique
showed a prediction accuracy between 86.09 and 99.33%, indicating its applicability
in predicting the road pavement condition index. As national investigations are
conducted for both express highways and national highways every year, unlike in
the past, the utilization of PMS can be further increased for project level management,
where it was difficult to use in the past, through more accurate predictions.

The results of this study can be more easily utilized by the road pavement maintenance
management team for making decisions in the future by presenting the deterioration
model in the form of a category according to the performance index obtained at the
time of the actual completion of the new section. In particular, modeling through
future research is expected to allow practitioners to easily use it without further
concerns by presenting the y-intercept value, CPCI at the time of completion, in a
graph format for a more subdivided performance index, in addition to 4.2, 4.4, and 4.6.
The function of the particle filtering technique itself increases the prediction accuracy
for the analysis target section as the number of particles increases; however, the
accuracy for other sections (routes) can be lowered by specifying the corresponding
section. Therefore, as a result of analyzing the accuracy of cases using 1000, 5000,
10,000, 15,000, and 20,000 particles, the use of 15,000 particles was found to be the
most efficient.

We found that the number of time series points in one section had a higher im-
pact on the improvement of prediction accuracy than the number of sections ana-
lyzed. The prediction accuracy was 92.3% when using the section with 5 points (261),
whereas it was 98.1% when using the section with 7 points (208) (when 15,000 particles
were used).

As a result of analyzing the prediction accuracy by increasing the number of points to
3,4, 5, and 6 in the section with 7 points, the prediction accuracy was 88.5%, 92.9%,



Appl. Sci. 2022,12, 8731 12 0f13

93.2%, and 99.3%, respectively. Accordingly, we determined that a section with at
least six consecutive data points should be selected to secure a prediction accuracy
of 95% or more in a study related to the prediction of the road pavement condition
index, thereby obtaining the reliability of data and results.

6.  The relative error by each predicted age for the same section decreased as the number
of time series points increased. Meanwhile, prediction accuracy decreased when
farther future was predicted in the section. Accordingly, the particle filtering technique
is deemed to be effective to predict up to two years of future road pavement conditions.
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