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Abstract

:

Predicting the stress levels of working professionals is one of the most time-consuming and difficult research topics of current day. As a result, estimating working professionals’ stress levels is critical in order to assist them in growing and developing professionally. Numerous machine learning and deep learning algorithms have been developed for this purpose in previous papers. They do, however, have some disadvantages, including increased design complexity, a high rate of misclassification, a high rate of errors, and decreased efficiency. To address these concerns, the purpose of this research is to forecast the stress levels of working professionals using a sophisticated deep learning model called the Deep Recurrent Neural Network (DRNN). The model proposed here comprises dataset preparation, feature extraction, optimal feature selection, and classification using DRNNs. Preprocessing the original dataset removes duplicate attributes and fills in missing values.
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1. Introduction


The working conditions of professionals in India are deteriorating at an alarming rate in modern society. As per the Automatic Data Processing (ADP) Research Institute’s most recent reports for 2020, 70% of Indian workers are stressed out at work, which is a major cause for concern. There has been a rise in the number of professionals who are sad or at risk of suicide as a result of increased stress according to surveys conducted by 1 to 1 help, an Employee Assistance Program provider in India. In the year 2017, OSMI, also known as Open Sourcing Mental Illness, was in effect. There were 750 responses to the survey from staff members. The dataset initially consisted of 68 features drawn from both the subjects’ personal and professional lives. Optum, a NASSCOM-affiliated company, found that nearly half of Indian workers were experiencing stress or mental health issues. Seventy significant corporations, each with a maximum and a minimum of 4000 and 500 employees, respectively, were questioned. The findings were frightening, revealing a two-year rise in the percentage of employees at high risk of suicide-related stress between 40% and 80%. They also discovered that the most common sources of stress for workers were relationships with family and finances [1,2,3,4]. These mechanisms [5,6,7,8] are primarily concerned with predicting the moods of working professionals based on their job performance, their mental state before and after work hours, and participation in office activities.



Machine learning is typically one of the most widely used categorization models for tackling specific prediction issues [9,10]. Artificial Intelligence (AI) models include Support Vector Machines (SVMs), Neural Networks (NNs), Relevance Vector Machines (RVMs), Naive Bayes (NB), Decision Trees (DTs), Logistic Regression (LR), and K-Nearest Neighbor (KNN). Deep-learning-based classification [11,12,13,14] models, when compared to these techniques, deliver efficient and accurate performance results for any complicated challenge. Long Short-Term Memory (LSTM), Deep Neural Networks (DNNs), Convolutional Neural Networks (CNNs), and Deep Belief Networks (DBNs) are all included. Deep-learning-based categorization techniques are more suitable for properly predicting the mindset and stress levels of working professionals in the workplace because they offer accurate prediction outcomes, an increased performance rate, efficiency, and decreased time consumption. As a result, the goal of this research is to use an advanced deep learning model to anticipate working professionals’ stress levels based on their comments. The original dataset is preserved here, along with several features of the working professionals’ information and feedback. This makes use of prediction sources that have quickly been processed to accurately predict working professionals’ stress levels. The following are the contributions of this research:




	
A deep learning model based on a DRNN is used to accurately identify whether professionals are anxious.



	
The given dataset is preprocessed by removing the unnecessary set of attributes and filling in the missing values to obtain a normalized dataset and by also extracting and choosing the most appropriate number of features from the pre-processed dataset to train the data model in order to improve the classifier’s prediction performance.



	
Various assessment metrics are validated to assess the effectiveness of the proposed prediction mechanism, including accuracy, precision, recall, sensitivity, specificity, error rate, and F1-score.








The outline of this research article is as follows: Section 2 discusses the background of the research; Section 3 presents the methodology of the research work; Section 4 covers the results and discussion; Section 5 covers the conclusion.




2. Background


This section summarizes some of the research on various machine learning and deep learning algorithms used to predict the stress levels of working professionals. It also discusses the advantages and disadvantages of each technique in terms of its operational functions and characteristics. A previous study looked at the performance of employees concerning three key aspects, namely, workload, job security, and shift work, with a sample size of 100 participants [15]. Stressors and workplace performance were compared using a variety of statistical approaches, such as T-tests, chi-squared tests, correlations, and regression analyses. These three characteristics were found to be favorably linked and to have a significant impact on the performance of employees. Workload was determined to have the greatest effect on employees’ performance out of all of the factors [16]. An improved deep learning approach was proposed to forecast human stress based on the finite element analysis. According to [17], Deep Neural Networks (DNNs) are effective at predicting stress components from given data.



Researchers developed a multi-task learning mechanism to predict a person’s mood, health, and stress levels. The automatic prediction process was also improved using the Domain Adaptation (DA) technique. The Gaussian Progression (GP) model was used to further investigate the non-linear relationship. According to this paper, the Deep Neural Network (DNN) technique produces accurate prediction results. However, it is constrained by the issue of increasing algorithm complexity, which reduces the system’s overall performance. Sumathi et al. [18] came up with a good way to deal with stress that can be used to measure how stressed female educators are [19].



We looked at the work of different authors who wrote about stress at work and put them into different groups based on certain factors. The authors put all of the sources and literature into four groups: journals; author profiles; research methods; and industries or types of research. After looking over the conceptual and descriptive research on work stress, they found that they could understand the basics and get a handle on it. The research also found that there were more empirical studies than exploratory or longitudinal studies and that most of the articles were written by academics rather than professionals. The US, the UK, and India were the top three countries that contributed to these research papers and other materials. They also found that, even though India has contributed to this research based on both practical and theoretical knowledge about stress and its effects, the scientific findings have not been used much to solve the real problem. To reduce stress, the right management techniques and tools are not being used; they are still only on paper. Research also shows that stress at work affects a person’s physical and mental health, as well as how well they do their job and how productive they are at the company.



Work stress can also cause diseases, such as coronary heart disease, high blood pressure, depression, anxiety, and nervousness. Ref. [20] wanted to find solutions for the monitoring of real-time stress levels using machine learning approaches. The approaches evaluated in this research included SVMs, LDA, NB, KNN, and Decision Trees (DTs). The training and testing difficulties of all of these strategies were also estimated based on their work stages and computations. These models have three stages: pre-processing, feature extraction, and classification. There were 240 participants in the case research conducted in China, and data were gathered through the use of a questionnaire with 24 questions. An analysis of the university faculty’s work stress was conducted using ANOVA and multifactor line regression.



The stress levels of the university faculty were found to be highly influenced by the faculty member’s professional rank, age, and teaching experience. Administrative issues, institutional limits, and faculty members’ traits all played a factor in the level of stress they experienced on the job. Teachers’ work-related stress has skyrocketed as a result of the evaluation system’s reliance on quantitative performance metrics, according to this research [21]. The researcher recommended a General Regression Neural Network (GRNN) model to evaluate the individual stress component. The goal of this article was to precisely calculate a person’s stress level by evaluating data and categorizing information. The stress level was calculated based on the baseline, task load, and recovery stages. However, this paper’s fundamental flaw was that it encountered significant problems in task handling operations [22]. Using session data, the implementation of machine learning algorithms for advanced resource planning in hospital emergency departments is demonstrated by [23].



Light gradient boosting machines (LGBMs) are a new ML model developed by the authors. They observed that LGBM’s efficiency and prediction time were superior to those of other common machine learning models, such as Decision Trees and GBMs. Ref. [24] used an Artificial Neural Network (ANN) and LR models. The authors’ main goal was to improve classification accuracy by processing the given dataset with efficient prediction models. The probability of distribution was calculated using the strongest association between environmental stress and social interpersonal stress components. Ref. [25] proposed a novel data mining method to determine a person’s stress level based on their activities.



The Multi-Layer Perceptron (MLP) model has been used in this system for this purpose, which aids in determining the cause of depression. Preprocessing, classification, and prediction are the three main processes in this system. To improve the accuracy of prediction analysis, the fuzzy unordered rule method was combined with the multi-objective evolutionary technique. According to the findings of this research, various forms of machine learning and deep learning models can be used to predict the stress and depression levels of working professionals by efficiently processing datasets with certain properties. In addition, when compared to other techniques, deep-learning-based classification algorithms produce more accurate prediction outcomes. However, the current systems are constrained by fundamental issues, such as increased algorithm complexity, increased time spent training the model, and high misclassification rates. As a result, the goal of this research is to create an effective deep learning model for accurately forecasting working professionals’ stress levels with a high accuracy rate [26].



The classification of stress using a deep learning model is proposed. A neural network model is used to merge the WESAD dataset’s continuous and categorical input values. Categorical variables are represented by using the entity embedding technique, where each fixed value is represented as a numeric vector, often with low dimensionality. Only skin conductance is used to evaluate the classifier’s performance. Such a strategy seeks to maximize practicality by minimizing the number of sensors while retaining high levels of precision.




3. Methodology


The suggested stress prediction system for working professionals is described in detail in this section, which includes flow diagrams and computer examples. By utilizing an advanced deep learning classification technique, this research aims to increase the accuracy and efficiency of a stress prediction system. This study considers a public dataset, namely, the Stress Dataset, which is publicly available in Kaggle [27]. The dataset comprises the stress data of different individuals in the area of occupation. Figure 1 depicts the overall flow of the proposed system, which includes various stages, such as data preprocessing, feature extraction, feature selection, and classification. After the dataset is loaded, it is normalized by filling in the missing and incorrect values. Throughout this process, a collection of both dependent and independent variables is defined to predict the missing values. A set of features is then selected from the normalized dataset, with the most relevant features being chosen to improve prediction accuracy. Last but not least, a deep learning model that is built on a DRNN is utilized to correctly predict whether working professional are anxious.



We used the stress professional’s dataset. In the initial stage, the cleaning of the data is performed; the data are normalized; the required features are extracted; and later, the desired features are selected for further processing. To classify images, the CNN-based deep learning model is applied to the selected features, and new values are predicted. Finally, a performance evaluation is conducted on the new model.



3.1. Data Pre-Processing


The working professionals dataset serves as the processing input, and it contains some useless attribute information, as well as missing values. The missing values are filled by zero filling in the missing values. This type of data could reduce classification accuracy and lengthen the training time. As a result, the dataset’s properties and fields must be normalized before it can be used. This step includes data cleaning and filtering to remove any unnecessary data from the original dataset. The missing values are filled, and the overall fields are filtered to obtain the normalized dataset. The Perceived Stress Scale (PSS) factor is created to investigate the types of scenarios that can cause working professionals to become stressed, as well as their ability to cope with those situations. This can be determined based on criteria such as their mental states and stress levels when confronted with common situations. After this, feature extraction and classification can be performed on this dataset because the data in the dataset affect the stress prediction system’s overall performance.




3.2. Feature Extraction


Feature extraction is an important stage in any prediction or classification system since it allows for new features to be produced from the original features of the data (Algorithm 1). It is also regarded as a critical step in classification since the traits and performance of working professionals greatly influence learning outcomes. The normalized dataset is used in this system to extract five different types of features: average time, total activities, average idle time, key strokes, and other activities.



	Algorithm 1. Extraction of Feature



	1: Input: dataset that has been normalized;



	2: Output: A collection of features that have been extracted    E s   ;



	3: Step 1: for e = 1 to EID//EID—The number of working professionals who have their ID;



	4: Calculate how long it will take them to complete their desired tasks;



	5: End for;



	6: Step 2: With their own ID, estimate the unique activities of working professionals.



	7: Step 3: For q = 1 to size



	8:     For w = 1 to size



	9:     For p = 1 to size



	10:      Calculate the average amount of time A T that each working professional needs to complete their tasks;



	11:      Calculate the total E T of all working professionals’ activities for completing their tasks;



	12:      Compute the idle time    I T    of every working professional;



	13:     Calculate the average number of keystrokes,     Av   Ks    ;



	14:     Calculate each working professional’s other activities, OA T, to complete the tasks;



	15:     The end for p;



	16:      The end for w;



	17:     The end for q;



	18: Step 4: Extracted feature set    E s  =  {   A T  ,      S   T  ,      I   T  ,     Av   Ks   ,      OA   T   }   









3.3. Feature Selection


The process of selecting the most optimal characteristics to correctly predict categorized results is known as feature selection. The most relevant attributes are chosen from the extracted feature sets, resulting in a reduction in feature dimensionality. An increased number of characteristics may harm the classifier’s performance during the training and testing phases. The required attributes are optimally chosen using the alpha-investing strategy to address this problem. The main reason for using this method is that it accurately identifies all possible combinations of all attributes, significantly improving the proposed working professional stress prediction system’s accuracy.




3.4. Classification Based on DRNN


At this point, the best set of features is collected as the processing input, and the predicted label is generated as the processing output. The most popular deep learning technique, known as the Deep Recurrent Neural Network (DRNN), is applied in this work for this aim. The major goal of employing this strategy is to be able to train the model to handle the given problem with more accuracy and less time spent on it. Additionally, it effectively trains the network several times to obtain a high-performance rate. RNN is typically an extension of the widely utilized LSTM (Figure 2 presents the LSTM model) approach for tackling mood prediction problems.



As a result, the suggested system employs the DRNN technique to forecast working professionals’ stress levels. This model is made up of many recurrent hidden RNN states stacked on top of each other. The DRNN technique, when compared to the traditional LSTM and RNN techniques, streamlines the computing process while improving accuracy. Furthermore, it effectively collects high-level information to properly predict the categorized label. This technique’s parameters are fine tuned to produce results based on the best feature vectors. Figure 3 presents the DRNN architecture and Figure 4 presents the Structure of DRNN respectively.



The activation function is computed with the number of filters in this model, which uses a 1D convolutional layer to convolve the given input. The feature map’s dimensionality is then calculated using the following model (Equation (1)):


    FM   H 2   =    I  H 1   −   CK  H  + 2  P s     S  si     + 1  



(1)




where FMH2 specifies the height of the feature map, IH1 signifies the input height before convolution, CKH denotes the height of the convolutional kernel, Ps denotes the padding size, S refers to the step size, and CKH denotes the height of the convolutional kernel. The local input characteristics are then extracted using a single convolution kernel using Equations (2)–(4):


    IH   1 A    ( i )  = f  (    WM  A  · X  (  i : i + A − 1  )  + B  )   



(2)






    IH   1 A   =  [    IH   1 A    ( 1 )  ;   IH   1 A    ( 2 )  …   IH   1 A    (    FM   H 2    )   ]   



(3)






    IHr   1 A   = relu  (    IH   1 A    )   



(4)




where     WM  A    indicates the convolution kernel function with height  A , and     IH  1    represents the output after convolution. Consequently, the maximum pooling layer is utilized to pool all convolved results concerning the extracted feature set of text, shown in Equations (5) and (6) as follows:


    IHrp   1 A   = max  (    IHr   1 A    )   



(5)






    IH  1  =  Concatenate     (    IHrp   1  A 1    ,      IHrp    1  A 2     )   



(6)









4. Results and Discussion


In the end, the concatenated output is produced as the output, and it provides the classified label indicating whether working professionals experience stress or do not experience stress. The following is a list of the primary benefits that result from conducting this work:




	
Simple design;



	
Accurate prediction of results;



	
Reduced time consumption for training and testing models;



	
Better performance rate.








This section explores the outcomes of the existing and proposed techniques in terms of various evaluation metrics, namely, Accuracy, Precision, Recall, Sensitivity, Specificity, F1-Score, and Error Rate.



The figures are calculated as follows:


  S e n s i t i v i t y =   T P   T P + F N    



(7)






  S p e c i f i c i t y =   T N   T N + F P    



(8)






  Precision =   T P   T P + F P    



(9)






  Recall =   T P   T P + F N    



(10)






  F 1 _ S c o r e =   2 × Precision × Recall   Precision + Recall    



(11)






  A c c u r a c y =   T P + T N   T P + T N + F P + F N    



(12)






  E r r o r _ R a t e = 1 − A c c u r a c y  



(13)







TP stands for True Positives, TN stands for True Negatives, FP stands for False Positives, and FN stands for False Negatives. The Accuracy, Precision, and Recall measures of the existing and proposed classification techniques are shown in Table 1 and Figure 5. As a result, the RMSE and F1-Score of the existing techniques, namely, ANN, LR, NB, SVM, and DT, and the proposed classification technique are shown in Table 2 and Figure 6. Typically, the performance of a prediction system is determined by these factors, with the number of features/attributes used to train the data model having a significant impact on the accuracy of a working professional’s stress prediction. The proposed DRNN technique outperforms the other techniques in terms of Accuracy, Precision, Recall, F1-Score, and RMSE values, as evidenced by the results. This demonstrates that the proposed DRNN-based working professional stress prediction technique outperforms other techniques in terms of overall performance.



Furthermore, the prediction performance of the existing SVM and ANN techniques and the proposed DRNN technique is assessed using a variety of working professionals’ sessions, as shown in Figure 7 and Table 3. Based on these findings, it is determined that the proposed DRNN technique outperforms the existing techniques because, in the proposed system, the working professionals’ stress is predicted before and after work, as well as their participation in all of the institution’s events. Additionally, the working professionals’ feedback is collected and updated with the dataset, in which the most appropriate features for improving classification performance are extracted.



The prediction results of the existing and proposed deep learning models for the categories of mood, health, and stress factors are shown in Table 4 and Figure 8. The results show that, by training the model with the optimal set of features, the proposed DRNN-based deep learning model accurately predicts the mood of working professionals. It aids in improving system performance, as well as providing accurate stress prediction in working professionals.




5. Conclusions


Using a deep-learning-based classification technique, this paper presents an improved model for predicting the stress level of working professionals. The goal of this article is to improve prediction accuracy by choosing the best features for classification. Preprocessing, feature extraction, selection, and classification are all included in this article. The original dataset, which contains information and feedback from working professionals, is first preprocessed to normalize the contents by removing irrelevant data and filling in missing values. A set of features is then extracted and optimally selected to improve the classification’s overall effectiveness. Following that, the DRNN technique is used to accurately predict whether a working professional is stressed based on the optimal number of features and the working professional’s feedback. The system’s main advantages are its simple design structure, efficient performance, accurate classification, and reduced training model time. The proposed technique’s performance is validated and compared to other state-of-the-art models using various measures in experiments. The proposed DRNN technique outperforms the other techniques in terms of accuracy, sensitivity, specificity, precision, recall, and error rate, as evidenced by the results. This work can be expanded in the future by incorporating other deep learning models for real-time application systems. The proposed model provides better accuracy than the existing models.
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Figure 1. The flow of the planned system. 
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Figure 2. LSTM model. 
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Figure 3. DRNN model’s architecture. 
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Figure 4. DRNN structure. 
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Figure 5. Accuracy, precision, and recall of existing and proposed techniques. 
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Figure 6. RMSE and F1-score of both existing and proposed techniques. 
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Figure 7. Comparative analysis between existing and proposed classification techniques for varying sessions. 
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Figure 8. Prediction results of existing and proposed deep learning models. 
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Table 1. Accuracy, precision, and recall measures of existing and proposed techniques.
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	Classification Techniques
	Accuracy
	Precision
	Recall





	ANN
	77
	83
	93



	LR
	75
	81
	92



	NB
	78
	84
	92



	SVM
	78
	82
	93



	DT
	71
	81
	85



	Proposed DRNN
	98.56
	99.32
	99
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Table 2. F1-scores and RMSE measures of existing and proposed techniques.
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	Classification Techniques
	F1-Score
	RMSE





	ANN
	87
	50



	LR
	86
	52



	NB
	87
	51



	SVM
	85.23
	49.27



	DT
	82
	54



	Proposed DRNN
	98.47
	32.89
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Table 3. Prediction performance under various sessions.
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	Techniques
	Session 1
	Session 2
	Session 3
	Session 4
	Session 5





	ANN
	4.5
	24.67
	5
	4
	41.2



	SVM
	5
	41.32
	8
	2.1
	40.2



	DRNN
	4.67
	45.98
	8.56
	6.43
	42.32
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Table 4. Mood, health, and stress prediction outcomes of existing and proposed classification techniques.
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	Prediction Results
	Deep LSTM
	CNN-LSTM
	Proposed DRNN





	Mood
	15.7 ± 0.6
	16.8 ± 0.7
	17.9 ± 0.9



	Health
	15.6 ± 0.7
	16.3 ± 0.7
	18.1 ± 0.8



	Stress
	16.8 ± 0.5
	17.8 ± 1.0
	18.5 ± 0.8
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