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Abstract

:

We evaluated the uncertainty associated with secondary pollutants formation due to different chemical mechanisms in photochemical modelling. The CMAQ modelling system was utilized in conjunction with CB6R3, SAPRC07, and RACM2 chemical mechanisms and compared the concentrations of various chemical species, including ozone (O3) and particulate matter (PM2.5). Using datasets from ambient monitoring stations, we assessed the performance of each of the mechanism in summer and winter. The concentrations of various chemical species predicted by the three mechanisms varied significantly. The differences are more evident in summer than in winter for most of the species, except for hydrogen peroxide (H2O2), methyl hydroperoxide (MEPX), and Secondary Organic Aerosol—Anthropogenic. We observed that the summer daytime O3 predictions showed reasonable peaks at the three air quality monitoring sites, but the nighttime values under-predicted for all three mechanisms. In the winter, all three mechanisms tend to under-predict O3. Differences in the mean O3 values (bias) at the different sites, for the different seasons, are consistent with corrections made to previous modelling studies that modified KZMIN. PM2.5 predictions with RACM2 were slightly better. The dominant PM2.5 species in summer were sulfate and SOA-Bio, which may be attributed to non-mobile sources in the region, while NO3 became dominant in winter due to more favorable conditions for forming this species, including lower temperatures and an elevated NH4 to SO4 ratio. We concluded that the differences in O3 and PM2.5 predictions between the three mechanisms are significant, implying that when developing strategic and management actions are based on modelling, the most appropriate mechanism should be considered.
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1. Introduction


Air pollution remain one of the most serious threats to human health and ecosystems, despite efforts to control anthropogenic emissions. Ground-level ozone (O3) and particulate matter (PM2.5) are two pollutants of most concern, given their adverse effect on human health and ecosystems [1,2,3,4,5,6,7]. However, O3 and a significant portion of PM2.5 (secondary PM2.5) are secondary pollutants formed by the complex synthesis of several precursor gases, such as volatile organic compounds (VOCs), oxides of nitrogen (NOX), and sulfur dioxide (SO2), in the atmosphere with an evolution and impact that may be difficult to predict [8]. Furthermore, given the limited availability of suitable temporal and spatial measurements of pollutants, atmospheric chemical transport models (ACTMs) are essential for estimating secondary pollutant concentrations. However, ACTMs are typically developed to understand place-based (urban/rural, high elevation) problems using updated chemical kinetics and photolytic rates, additional chemical species, and/or additional chemical pathways [9]. Furthermore, adjustments to the mechanical component of an ACTM, e.g., the minimum eddy diffusivity coefficient as a function of land use [10], if any, must be considered when evaluating an ACTMs performance. From an air-quality-management perspective, selection of the wrong ACTM may lead to incorrect conclusions regarding the influence of precursors on the formation of secondary pollutants and, subsequently, a poor management response. Changes to the vertical diffusivity, mixing height, etc., [11] may also introduce an ad hoc bias in the model, which may be difficult to interpret. Hence, combining suitable temporal and spatial monitoring data, when available, serves to both guide in the selection of the most appropriate ACTM as well as better inform the choice of effective mitigation strategies.



Many chemical mechanisms have been developed for ACTMs to address the issues associated with urban/rural O3 formation. Three of the most widely used mechanisms are the Regional Atmospheric Chemistry Mechanism 2 (RACM2) model [12], the State Air Pollution Research Center (SAPRC07) model [13], and the Carbon Bond 6 (CB6) model [14,15,16].



The RACM2 model is built on earlier ACTMs, in particular the Regional Acid Deposition Model (RADM) [17] and its extension (RADM2) [18], which had been developed to understand the formation of atmospheric acids, the formation of organic and inorganic peroxides, and aqueous chemistry involving the oxidation of SO2 in urban/polluted and rural/less polluted areas, respectively. Improved reaction rates, updated reaction schemes and product yields for a more extensive suite of inorganic and organic compounds continued with the development of the RACM [19] and RACM2 [12]. Of note were improvements to explicitly include organic compounds, i.e., alkanes, alkenes, carbonyls, and aromatics, believed to be significant reactants in a relatively clean (low NOx) atmosphere. While expanding the chemistry consideration of computational constraints was made by lumping species of similar reactivity together, the version of RACM2 [20] employed here comprised 54 explicit species and 80 lumped species, making available 582 reactions in total.



SAPRC07 [21] is likely the most comprehensive and adaptable photochemical model considered here, allowing for specific representation of up to 780 types of VOCs [13], when needed for particular reactivity assessments of O3 formation. However, for computational purposes, it also makes use of a lumped-chemical model developed from the earlier SAPRC99 [22], which uses a numerical parameter to weight the contribution from individual reactions. Additional improvements to the model included updated rate constants, updated photolysis rates, updated chlorine chemistry involving aldehydes and ketones, and, perhaps most importantly for this discussion, improved treatment of peroxy radicals under low NOx conditions leading to better estimates of the formation of hydroperoxides and Secondary Organic Aerosols. The version of SAPRC07 (saprc07_ae6_aq) employed in this work comprised 97 explicit species and 64 lumped species, which allowed the modelling of 732 reactions.



The CB model was originally developed in the 1970s [16], with the most commonly used version being the CB-IV model [14]. The CB models use a blend of explicit species (e.g., ethene, isoprene, formaldehyde) with the remaining organic species represented by a lumped-structure model made up of a simple sum of the more basic carbon bond types making up the species. In some cases, the implied reactivity may be moderated by assigning some of the carbon atoms to a non-reactive group. The lumped-structure approach allows the simple addition of new organic species but may make interpretation of the predicted concentrations complicated. Significant changes were incorporated into the CB05 model [15] including updated kinetic reaction and photolysis rates, additional inorganic pathways, and improved organic chemistry related to alkanes, alkenes (particularly isoprene), and oxygenated products and intermediaries [23]. Alkyl nitrates in the model are more reactive, liberating more NO2, while simultaneously allowing for greater deposition of the soluble alkyl nitrates. The net results of these improvements in CB05 are the higher predicted concentrations of O3 during the summer and winter compared to CB-IV. The current CB version is CB6R3 [24], which was developed from CB6R2 to better represent wintertime high-ozone events in the Rocky Mountains, where modelled O3 was significantly lower (~one third) than the observed O3, by accounting for temperature and pressure effects on alkyl nitrate formation not accounted for in earlier CB models [25]. In particular, the reduced rate of formation of alkyl nitrates at lower temperatures enhanced the formation of O3, given the additional availability of nitric oxide (NO) and alkanes to produce O3. The prediction of O3 did improve using CB6R3, albeit modestly, but elevated NOz (total nitrogen containing species—NOX) species, particularly nitric acid, in both summer and winter, suggests additional research on reaction rates and/or removal processes is warranted [26]. For this work, we used cb6r3_ae6_aq, which comprised 60 explicit species and 68 lumped species, allowing the modelling of 339 possible reactions.



The three chemical mechanisms discussed above all share the concept of reaction rates and products; however, as previously stated, they differ in terms of rate constants, photolysis (due to pressure and temperature changes), and the treatment of organic and inorganic chemistry. Several studies [9,27,28,29,30,31,32,33] have compared these mechanisms and found considerable variations in the model predictions, particularly for O3. Kitayama et al. [34] investigated uncertainties in O3 formation caused by SAPRC07, CB05, RADM2, and SAPR99 and found that differences in reaction rate constants and lumped volatile organic compounds may be the cause of the differences in O3 production. Chen et al. [35] compared the RADM series of ACTMs to the RACM series and noted the greatest daily maximum O3 values predicted for RACM2 used updated photolysis rates, particularly more accurately predicted HCHO and NO2 photolysis rates, which led to enhanced OH radical production. Cao et al. [36] compared the CB6 series (CB6r1, r2, r3) under urban conditions and noted the sensitivity of these models to temperature and reduced O3 production, due to the enhanced formation of organic nitrates. To the best of our knowledge, all of these studies used the default value for KZMIN, so they did not consider the impact on O3 formation due to the variation in KZMIN employed in this paper.



Alberta is Canada’s largest oil-producing province and the heart of the country’s oil and gas industry. Greenview Municipal District (MDGV) is in northwest Alberta and is well-known for its oil and gas rich geology. In 2019, the MDGV area had 391 wells and produced 3.6 million m3 of oil and 37.3 billion m3 of natural gas. There has been considerable growth in the area, with an increase of 64.0% production of natural gas over the previous five years [37]. Due to the region’s extensive development of the oil and gas industry, the regional ambient air quality, particularly NO2, O3, and PM2.5, is of concern. The Canadian Council of Ministers of the Environment [38] recommends that air quality be managed through an air zone management framework (AZMF). As shown in Table S1, AZMF categorizes stations based on pollutant concentrations and assigns a suitable color to each one. An examination of historical monitoring station data in this area (Figures S1–S3) reveals that some stations require active air quality management, as defined by Canadian Ambient Air Quality Standards or CAAQS [38]. Given the possible variation in modelling results attributable to differences in chemical mechanisms, sensitivity to photolysis rates and temperature, and the interplay between organic and inorganic chemistry, it is important to select the correct model that involves the relevant precursors, in order to properly assess policy options when developing mitigation scenarios to meet federal and provincial O3 and PM2.5 standards. This discussion must also be made in the context of any variation in the bias for O3 formation attributable to the choice of KZMIN.



This paper examines the differences in predictions of O3, some gas-phase O3 precursors, and PM2.5 between three chemical mechanisms, CB6R3, SAPRC07, and RACM2, as implemented in the Community Multi-Scale Air Quality (CMAQ) model [29]. The predictions are evaluated against monitoring station data for different locations in the MDGV as well as relative variation in O3 and PM2.5 predictions across the region during the summer and winter months. The primary goal is to identify a chemical mechanism that can be used to model secondary pollutants in the MDGV region and potentially be applied more broadly to Alberta, which also takes into consideration the impact of variation in the model’s vertical diffusivity due to land use.




2. Materials and Methods


2.1. Study Area and Models


The study area encompasses the MDGV and approximately 20 km beyond its boundary (Figure 1). Receptors were placed on a 4 km grid spacing that matches the meteorological grid. Meteorology-Chemistry Interface Processor (MCIP 4.4) uses output files from Weather Research and Forecasting (WRF; [39]) meteorological model (Version 3.9.1.1) to generate meteorological data, which are used by both emissions and chemistry models. The meteorology used in this study was obtained from the Alberta provincial air quality photochemical modelling study [10]. Emissions modelling utilized the Sparse Matrix Operator Kernel Emissions (SMOKE 4.8.1) modelling system.



SMOKE modelling provides the initial spatial and temporal allocation of emission inputs, as well as any chemical speciation required for each hour. The emissions inputs were generated for three mechanisms (CB6R3, SAPRC07, and RACM2). Simulations with different chemical mechanisms were performed using the Community Multiscale Air Quality (CMAQ 5.3.2) model, which is a 3D grid-based air quality model developed and maintained by Community Modeling and Analysis System. CMAQ simulates the formation of ozone, photochemical oxidants, and secondary particulate matter and the deposition of pollutants such as acids, toxic pollutants, and nitrogen species. It is an active open-source project that continuously enhances the accuracy and efficiency of photochemical modelling, by taking advantage of state-of-the-art multi-processor computing techniques. Table 1 summarizes the CMAQ model configurations used for all simulations in this study. The initial and boundary conditions were obtained from the Alberta provincial air quality photochemical modelling study [10]. The simulations were conducted for one month in summer (July 2013) and one month in winter (December 2013).




2.2. Monitoring Stations


Four continuous air quality monitoring stations (one urban, two industrial, and one rural) within the study area/modelling domain are shown in Figure 1. Grande Prairie station is located near the urban area of the same name and is dominated by urban activities; hence, it is considered an urban station. There is considerable industrial activity in the vicinity of Beaverlodge and Carrot Creek. These two stations are considered industrial stations. Edson is predominantly surrounded by rural landscapes. These monitoring station datasets were used to assess model performance.




2.3. Emissions


In this study, the 2013 Alberta emission database was used, which was developed by harmonizing several emission sources from regional, provincial, and national levels [40,41,42]. The data sources and development methodology are described elsewhere [10]. Table 2 presents emissions breakdowns based on points and area sources as well as based on the oil and gas sector for each pollutant. The biogenic model, MEGAN 2.1 (Model of Emissions of Gases and Aerosols from Nature), was applied using daily meteorology from the WRF model to generate daily emissions. Land cover variables such as emission factors, leaf area index, and plant functional types were taken from the biospheric atmospheric interactions group at the University of California Irvine [43].



In the modelling domain, total SO2, NOX, and VOCs emissions in 2013 were approximately 17.5 kt, 102 kt, and 56.1 kt, respectively. The major contributors to SO2 and NOX emissions are oil and gas point sources, while primary PM10 and PM2.5 emissions are released predominantly from area sources. Since the model is run for emissions in July and December, spatial distribution of various pollutants in these months are presented in Figure 2. The emissions are observed to be high near Grande Prairie and Beaverlodge in the north and Edson in the south. Dense concentrations are also observed towards northwest and southeast of the domain likely due to the boundary conditions, i.e., the terrain is becoming significantly elevated towards the southwest. NOx and PM2.5 are slightly higher in July, while VOCs are higher in December (Figure 2).




2.4. Model Performance Evaluation


The modelled concentrations are paired with data from air quality monitoring stations over time and compared against a performance benchmark (Table 3) for three mechanisms. The model results are compared to a set of numerical “goals” and less restrictive “criteria” performance benchmarks. Emery et al. [44] recommended the use of Normalized Mean Bias (NMB) and Normalized Mean Error (NME). Another set of benchmarks that are widely used was established by the U.S. Regional Planning Organizations (RPOs) based on Fractional Bias (FB) and Error (FE) [45]. Each of these metrics may be subject to particular limitations, e.g., some are unbound in their positive value, but collectively they will provide a weight of evidence estimate of model performance.





3. Results and Discussion


3.1. Precursors


The impact of three mechanisms, i.e., CB6R3, SAPRC07, and RACM2, on study-area mean concentrations of hydroxyl radical (OH), hydrogen peroxide (H2O2), methyl hydroperoxide (MEPX), peroxyacetyl nitrate (PAN), total nitrate (TNO3), and oxides of nitrogen (NOX) is analysed and discussed below. These species are precursors to the formation of O3 and PM2.5. The summer and winter monthly mean predicted concentrations by the three mechanisms and the percentage differences are summarized in Figure 3.



3.1.1. OH


The atmospheric oxidation capacity is determined by the presence of OH, as it reacts with many trace species in the atmosphere. With respect to CB6R3, both SAPRC07 and RACM2 produced elevated O3 levels in the summer (SAPRC07 ~30% increase, RACM2 ~100% increase), as shown in Figure 3a. Winter concentrations of OH preserved the same ordinal ranking as summer, albeit the O3 levels were significantly lower than summer. Differences between the winter O3 levels for the three models are probably not significant. Some of the reasons that can be attributed to this high OH production by RACM2 are as follows. Firstly, RACM2 produces more O3 and, subsequently, generates more O atoms under photolysis, with the O atoms reacting with H2O to produce OH radicals. Secondly, the lower reaction rate of NO2 + OH in RACM2 consumes fewer OH radicals from the atmosphere compared to CB6R3 and SAPRC07, as suggested by similar comparative studies between CB05TU and SAPRC07 [9,32]. Modelling studies comparing CB6R3 to CB05TU in the continental U.S. show an increase in the OH produced of ~25% for CB6R3 [23], which should reduce the OH deficit in the CB models; but, nevertheless, under the conditions considered (temperature, humidity), CB6R3 produced the least OH.




3.1.2. H2O2


H2O2 exists in substantial amounts in both gaseous and aqueous phases inside clouds, and it is considered the most efficient oxidant in the aqueous phase [46]. In both summer and winter, CB6R3 and RACM2 produced significantly higher H2O2 than SAPRC07 as shown in Figure 3b. Summer H2O2 levels are generally greater than in the winter for all three mechanisms. The formation of H2O2 in CB6R3 and SAPRC07 is similar, except for the additional reaction OH + OH = H2O2 in CB6R3. However, it also has an additional destruction reaction (H2O2 + O = OH + HO2). RACM2 produced additional H2O2 because of the reactions of O3 with different organic compounds (such as alkenes). This supports the findings of Sarwar et al. [32], while in the study of Shareef et al. [9], RACM2 produced the highest H2O2 due to the arid atmospheric conditions of the area where the model was simulated.




3.1.3. MEPX


The reaction of the methyl peroxy radical or bicarbonate with HO2 produces MEPX, while it is destroyed by photolysis and the reaction with the OH radical. The season results for MPEX are shown in Figure 3c. CB6R3 is the only mechanism that explicitly includes both formation pathways, with RACM2 and SAPRC07 only able to produce ~47% of the MEPX from the HO2 pathway alone compared to the MEPX produced by CB6R3. The destruction of the MEPX in the CB6R3 mechanism is also greater than RACM2 and SAPRC07. The lower destruction rate of RACM2 compensates for, to a large extent, its lower formation rate relative to the CB6R3 mechanism. The lower destruction rate in SAPRC07 does not compensate as much, so its production is expected to be lower on this basis alone. However, clearly in this study the bicarbonate pathway for the formation of MEPX in CB6R3 is a key contributor. It is certainly contributing to the additional MEPX predicted in the summer, allowing for the variation in OH and photolysis rates, while it is the dominant formation mechanism in the winter when there is no OH available and the light levels are low.




3.1.4. PAN


PAN is one of the components of photochemical smog and forms from a sequence of reactions where aldehydes, ketones, and other oxygenated VOCs combine with OH to form an acetyl radical, which then combines with NO2 to form PAN [47]. PAN formation in the three mechanisms are similar, though CB6R3 lumps acetyl nitrate output into two categories (PAN, PANX), while RACM2 uses four (PAN, PPN, MPAN, OPAN) as does SAPRC07 (PAN, PAN2, PBZN, MAPAN), depending on the precursor oxygenated VOCs. The formation rate for PAN from the acetyl radical in RACM2 is 8% less than the other two [48,49]. PAN may be destroyed by the reversal of the same PAN-forming mechanism back to the acetyl radical as part of a cycle as well as by its interaction with OH. The cycling between PAN and its acetyl radical precursor is faster in the summer than the winter. The speed of removal of PAN via the OH channel is slow in the summer and depends on the species of the acetyl radical present in the winter. The acetyl radical may also be destroyed via interaction with NO, HO2, and RO2, which is fast limiting the formation of PAN [47]. Finally, RACM2 has an additional photolytic reaction removing PAN from the cycle. The net result is more varied production of PAN amongst the three mechanisms in the summer, due to the speed of formation (and destruction), the lumping process, and the additional removal of PAN in the RACM2 mechanism. The winter production of PAN is less varied as it is slower, there is less variability in the composition of the alkyl radicals due to the reduction in biogenic emissions, and the light levels are low. During summer, CB6R3 produced about 55% and 60% more PAN than SAPRC07 and RACM2, respectively. There were no significant differences between the mechanisms in winter.




3.1.5. TNO3


Modelling total nitrate TNO3 (=NO3 + HNO3(g)) is complex, given the interplay that occurs between particulate NO3 radical and HNO3(g). This interplay must consider the partition between the particulate phase and gas phase of these different species that depend on temperature, relative humidity, and surface chemistry [50]. HNO3 is primarily formed by the oxidation of NO2 by OH during daytime. At night, NO2 is titrated by O3 to form NO3 plus O2, with the NO3 further combining with NO2 to form the reservoir species, N2O5. In the presence of gaseous water, N2O5 will form HNO3, but this last reaction is highly variable, favoring the formation of HNO3 when the temperature is low and the relative humidity is high. RACM2 produced approximately 45% and 21% more TNO3 than CB6R3 and SAPRC07, respectively, in the summer. This ordering followed the same pattern as in the winter, but variation between the mechanisms was only a few percentage points, with the mean absolute values ~30% of the RACM2 summer value, as shown in Figure 3e. CB6R3 has the highest equilibrium rate followed by that SAPRC07 (93% of CB6R3′s rate) and RACM2 (88% of CB6R3′s rate), but RACM2, and to a lesser extent SAPRC07, produced more OH than CB6R3, which should result in higher HNO3 and, hence, TNO3 production. This pattern was seen elsewhere in a similar comparative study using CB05TU [31], but it has been noted that TNO3 production has increased by ~16% in CB6R3 [23].




3.1.6. NOx


NOx plays an important role in the formation of O3. RACM2 produced about 5% higher concentration than CB6R3 and SAPRC07 mechanisms in July, as shown in Figure 3f. In December, the concentrations increased by two-fold, and there were no significant differences in the mechanisms. The SAPRC07 and RACM2 have more NO/NO2 sink terms than CB6R3, and the reaction rates are much lower. High wintertime NOx is a general phenomenon in the region and is also observed by [10].





3.2. O3


3.2.1. Diurnal Variation


Since O3 is a photochemical pollutant, its diurnal variation is important to understand. Figure 4 illustrates the diurnal plot for the Edson, Grande Prairie, and Beaverlodge air monitoring stations. The station diurnal plots include O3 collected at the respective stations in addition to the predictions by the three mechanisms. The diurnal variation of O3 follows a standard pattern over the course of the day by increasing after sunrise, reaching a maximum at noontime, and subsiding towards the evening. The pattern is more prominent in the summer than in the winter, as O3 production is elevated due to higher temperatures and actinic flux [51]. All three mechanisms share many of the same pathways and reaction rates for the inorganic formation and destruction of O3. The organic pathways for the formation and destruction of O3 are more complicated to understand, given the differences in definition or clumping of the organic compounds involved, but the similarity of the predicted O3 levels suggests the organization of the organic compounds is essentially the same. In addition, the reaction rates for the formation via the many available organic pathways are lower, in general, than the inorganic pathways. One notable exception to this is the formation of O3 from some ketones with the hydroxyl and peroxide ions in the CB6R3 model, which shows an elevated O3 formation rate that is comparable to the inorganic pathways.



There are two qualitative comparisons we can make between the different mechanisms and O3 observations that may shed light on the quality of the mechanisms: the first is the general fit by the mechanisms to the diurnal O3 pattern, and the second is the hourly dispersion of O3 values within each mechanism and within the observations.



In general, during the summer, all three mechanisms produce reasonable peak values of O3 at all three sites. However, the nighttime values as well as the dawn and dusk values of predicted O3 for all three mechanisms are generally lower than observations. One notable exception is at the Edson site, where the predicted dawn values are higher than observed. In the winter, all three mechanisms tend to under-predict O3, though there is some variability in the degree of this from site to site and for the time when it occurs. In a previous study undertaken in Alberta [10], it was noted that the variation in KZMIN (Table 1: KZMIN = 0.1 m2/s urban, 2.0 m2/s rural) allowed better fitting of mean predicted primary species and O3 concentrations to observations. Too high of a KZMIN resulted in an over-prediction of O3 at night, and too low of a KZMIN resulted in an over-prediction of the primary species. The selected KZMIN values may not represent the optimal values for diffusion in the Planetary Boundary Level (PBL) and may account for some of the discrepancy between the predicted and observed O3 values. Additional local effects, i.e., winter pile burning or wood heating, may account for the some of the intermittent variability seen during the winter [10].



The dispersion of predicted hourly values may provide some insight into the performance of the different mechanisms. In all cases, it should be noted that the hourly variability for the three mechanisms is similar. This is not surprising, given the common photochemical reactions and rates the mechanisms are built on. During the summer, the night, dusk, and dawn variability in the mechanisms and the observations are similar. During daytime, there is less variability in the predicted O3 values than the observed values, which may indicate there are some additional pathways for the creation or destruction of O3. Perhaps the added ketone pathways included in the CB6R3 mechanism are pointing at the need to further identify and include similar pathways, or perhaps the reaction rates are not quite right.



Overall, all three mechanisms do a reasonable job of modelling the time series of O3 at the three sites considered. From an air-quality-management perspective, it is important to understand the impact of changing the dispersion properties of the PBL, i.e., the effect of KZMIN, as well as understanding some of the limitations in the responsiveness of the different mechanisms due to the pathways included. The CB6R3 mechanism shows a very slight elevation in O3 (Figure 3g) that suggests the need for some additional organic pathways and some modifications in the existing pathways to better capture the diurnal evolution of O3, even allowing for the variation attributable to KZMIN.




3.2.2. Spatial Variation of O3


The spatial variation of mean hourly O3 predicted by CB6R3 in summer and winter, as well as the corresponding differences with SAPRC07 and RACM2, are shown in Figure 5. O3 levels are generally observed as high near the modelling domain’s boundaries, particularly in the southwest and east of the domain. Elevated O3 levels towards the southwest could be in part due to increased elevation in this direction as well as reduced NOx and VOC emissions, which would effectively remove O3. A similar enhancement in O3 levels is seen in the east, where NOx and VOC emissions are reduced. Moreover, higher concentrations are predicted at the Beaverlodge and Edson stations, while relatively lower concentrations are predicted at Grande Prairie. O3 predictions (Figure 5) and the corresponding comparison with emissions (Figure 2) in the summer and winter months are discussed below.



Summer


When the CB6R3 case was compared to the SAPRC07 and RACM2 cases, both SAPRC07 and RACM2 produced 1%–3% less O3 in low NOX and low VOC areas (the most-eastern selected region is shown in Figure 2a). In high NOx and VOCs areas such Grande Prairie (the most-western selected region), SAPRC07 and RACM2 produced up to 6% less O3 than CB6R3, as observed in Figure 5b,c. CB6R3 does seem to be the better performer in this region (Grand Prairie, Beaverlodge), as seen in Figure 6. In regions of low NOx/moderate VOCs (the second-most-western selected region), there is a similar but reduced discrepancy in predicted O3 by both SAPRC07 and RACM2 relative to CB6R3, while regions with moderate NOx/low VOCs (continuing eastward to the next selected region) show a greater reduction in this discrepancy. This implies that CB6R3 produces higher levels of O3 in the presence of higher VOCs and NOx levels, relative to the SAPRC07 and RACM2 mechanisms, while producing similar levels of O3 amongst all mechanisms in the presence of low NOX and VOC levels. The heightened sensitivity to VOC levels does support the argument that the additional ketone chemistry in the CB6R3 model is an important pathway for O3 production.




Winter


Interpretation of the winter O3 formation is a little more complicated. Both O3 and NOx levels are elevated regionally (Figure 3), while NOx emissions are reduced, and VOC emissions remain the same (Figure 2). The elevated NOx levels could be due to a lower PBL that is not well-compensated by the KZMIN factor used in the model. This is consistent with the poorer NMB metrics at all sites in the study area (Figure 6) and the general under-prediction seen in the O3 winter time series (Figure 4). Sorting out the impact of different chemical mechanisms in the winter must allow not only for the variation in PBL but also for the complication of the atmosphere receiving significantly less actinic flux at these latitudes. When the CB6R3 case was compared to the other two mechanisms, the variation in the entire domain was between −0.75%–0% (Figure 5e,f), except near the Grande Prairie area, where the O3 production difference with SAPRC07 was slightly higher (Figure 5e). While the O3 formation was, in general, poorer in the winter, the slight enhancement in CB6R3 performance implies that the differences in the mechanisms are more evident in the winter in the high NOx and high VOCs areas.





3.2.3. Model Performance


Figure 6 shows NMB and NME results for average hourly O3 concentration during the summer and winter months at the Grande Prairie, Beaverlodge, and Edson stations.



Grande Prairie


In summer, all three mechanisms meet the NMB and NME criteria, while none meet the goal. CB6R3 performed better followed by RACM2 and SAPRC07. In winter, the NMB criteria were exceeded, and the NME criteria were met by all three mechanisms. As was the case for the summer, CB6R3 performed slightly better for all criteria than the other mechanisms. The modest improvement in the performance of CB6R3 relative to the other mechanisms may be attributed to additional organic pathways to produce O3.




Beaverlodge


O3 predictions by all three mechanisms followed a similar pattern as Grande Prairie, with all mechanisms performing slightly better at this station. NMB and NME criteria were met in both seasons. Summer NMB values were better than winter, while NME values were similar in both seasons. Beaverlodge is a low NOX and moderately high VOC area, as depicted in the emissions heat map (Figure 2). CB6R3 appears to show better performance compared to the other mechanisms under these conditions.




Edson


During summer, both RACM2 and SAPRC07 meet the NMB goal but the CB6R3 NMB is considerably higher, so it does not meet the goal but does meet the criteria. In winter, all three mechanisms exceed the NME criteria. Edson is a both a moderately high NOX and VOC emission area, but the KZMIN value in winter at this site, as for the other sites, may not be appropriate and may be significantly biasing the models to be low. Under these conditions, CB6R3 seems to provide a very marginal improvement in performance.





3.2.4. Discussion


Predictions of O3 will be affected by the choice of mechanism as well as KZMIN. For each site, the variation in the statistics of the three mechanisms is significantly greater in the summer, with CB6R3 performing better at two of the three sites (Grand Prairie, Beaverlodge) during the summer and marginally better at all sites during the winter. This does suggest that the additional chemical pathways for forming O3 contained in the CB6R3 model are an improvement. However, this improvement is not universal, with Edson being better modelled with SAPRC07 and RACM2 during the summer. It is possible that Edson is being influenced by such factors as the composition of its emissions and/or meteorology. Grand Prairie and Beaverlodge are relatively close together, so these sites may be impacted by similar sources under similar meteorological conditions.



Another possible explanation for the variation in performance between the mechanisms may be the appropriate choice of KZMIN. Grand Prairie is a larger population centre and is well-characterized as urban, so the choice of KZMIN should be clear. Beaverlodge is a very small population centre and should be well-characterized as rural. Edson is also a relatively small population centre, but it may be mischaracterized as an urban centre, when a rural designation may be more appropriate. Additional sensitivity studies will be required to clearly delineate the impact of the choice of KZMIN.





3.3. Fine Particulate (PM2.5)


Fine particulate (PM2.5) is defined as the sum of the following species [10], where each species is the sum of the Aitken (i) and accumulation modes (j) of their respective aerosols:



PM2.5 = ASO4 + ANO3 + ANH4 + AEC + ANA + ACL + AXYL1 + AXYL2 + AXYL3 + ATOL1 + ATOL2 + ATOL3 + ABNZ1 + ABNZ2 + ABNZ3 + AISO1 + AISO2 + AISO3 + ATRP1 + ATRP2 + ASQT + AOLGA + AOLGB + AORGC



The description of each species is provided in Table S2.



3.3.1. Spatial Variation


The spatial distribution of primary PM2.5 emission by season is presented in Figure 2. Non-point sources are the largest source of primary PM2.5 (Table 2), so there is no surprise that there is a strong spatial correlation of this component of PM2.5 with roadways as well as with urban centres—Grande Prairie, Beaverlodge, and Edson. The spatial variation of average PM2.5 predicted by CB6R3 in summer and winter, as well as the respective differences with SAPRC07 and RACM2, are shown in Figure 7. During the summer, low concentrations are observed in the south and southwest of the domain, with slightly higher concentrations to the north and east. There is a strong spatial correlation during the summer months between these slightly higher concentrations and roadways. During the winter, the primary PM2.5 is elevated throughout the modelling domain (Figure 2), with noticeable enhancements around the urban centres. The spatial pattern for winter now runs from northwest to southeast, aligning more with the NOx and VOC emissions. Generally, the winter concentrations were higher than the summer concentrations. In summer, SAPRC07 and RACM2 produced up to 11% and 14% more PM2.5 than CB6R3, respectively. In winter, CB6R3 and SAPRC07 were similar, but RACM2 produced up to 7% more than CB6R3.



The change in spatial correlation between winter and summer may suggest a change in the source of the PM2.5. Figure 8 shows mean concentrations in the study area for various species of PM2.5 such as nitrate (ANO3), sulfate (ASO4), ammonium (ANH4), and Secondary Organic Aerosols (SOA) for anthropogenic and biogenic sources produced by CB6R3, SAPRC07, and RACM2 mechanisms. Clearly there is a difference in PM2.5 composition between summer and winter.



Figure 9 depicts the relative percentage composition of nitrate, sulfate, ammonium, SOA-Anthropogenic (SOA-Anth), and SOA Biogenic (SOA-Bio) predicted by three mechanisms for both summer and winter. Sulfate and SOA-Bio dominates PM2.5 in summer and were approximately 50% and 35%, respectively, of the total. Nitrate production during the summer was very low for all mechanisms. Other species combined were about 15%, but SAPRC07 produced about 10% more SOA-Bio and 7% more SOA-Anth. There is a noticeable difference in the production of nitrate compounds during winter. CB6R3 produced the most sulfate, followed by SAPRC07 and RACM2. In the winter, the most dominant PM2.5 species were nitrate (64%), sulfate (21%), and ammonium (10%). Other species were at less than 10%. The three mechanisms showed no major difference in terms of relative compositions in the winter.




3.3.2. Model Performance


To evaluate PM2.5 modelling performance for each chemical mechanism, various statistical performance benchmarks were used. Figure 10 shows NMB, NME, FB, and FE at three monitoring sites during summer and winter.



Grande Prairie


The model exhibits an underestimation bias in both summer and winter. In the summer, none of the chemical mechanisms meet the NMB, NME, FB, or FE criteria, though RACM2 performed slightly better than both SAPRC07 and CB6R3 in terms of lower bias and error. At the Grande Prairie site, all mechanisms operate better in the winter, and the RACM2 mechanism outperforms the other two chemical mechanisms.




Beaverlodge


At Beaverlodge as well, the model exhibits underestimation bias, like Grande Prairie. All three mechanisms miss the NMB, NME, FB, and FE goals and criteria and have similar performance, though RACM2 appears to outperform the other mechanisms slightly in both bias and error. The three mechanisms perform similarly during summer and winter.




Edson


In the summer, all three mechanisms missed the NMB, NME, and FB criteria, but met the FE criteria. Winter performance is better. The NMB and NME criteria are met by all three mechanisms, with SAPRC07 outperforming the other mechanisms slightly. All three mechanisms meet the FB and FE goal, and again SAPRC07 performed the best, followed by RACM2 and CB6R3.





3.3.3. Discussion


All three mechanisms under-predicted PM2.5 concentrations. Of the three, RACM2 performed slightly better, except at Edson where it was slightly worse. The Secondary Organic Aerosol Model (SORGAM) used in this study was originally developed on the basis of the absorption properties of organic aerosol, to better model the formation of low-volatility products from reactive organic gases via oxidation by OH, NO3, or O3, as well as their subsequent gas/particle partitioning [52]. This method was then extended to include the available species in the RACM chemistry, by creating eight classes representing anthropogenic (four—two aromatic, one higher alkane, one higher alkene) and biogenic (four—two for α-pinene, two for limonene) gas/particle equilibria [52]. Of particular note was the complexity of describing the non-linear relationship between the primary and secondary aerosols, as well as the strong dependence on temperature for driving the equilibria, i.e., lower temperatures favored particle formation.



The present study employed more up-to-date chemical mechanisms with improved reaction rates, rate constants, and products. As an example, RACM2 has been updated to incorporate better chemistry for aromatics, isoprene, alcohols (in remote areas), and acetone (in the upper atmosphere) [12]. The enhanced production of SOA-Anth and sulfate (Figure 8) by RACM2, over the other mechanisms for all seasons, suggests both the organic and inorganic anthropogenic particulate is best modelled by this mechanism. SOA-Bio and NH4 production is similar between the mechanisms, with SAPRC07 slightly better at producing SOA-Bio, though this difference is probably not significant.



The most striking change in the PM2.5 formation is the change from being a SO4/SAO-Bio-dominated region in the summer to a NO3-dominated region in the winter (Figure 9). Clearly the PM2.5 chemistry has changed during these periods. Pathak et al. [53] noted the sensitivity of SOA formation on the ratio of the molar concentration of NH4 to SO4, with SO4 being preferentially formed in NH4-poor regions, i.e., where [NH4]/[SO4] molar <1.5. Song et al. [54], in a similar study in NH4-rich agricultural region, noted the molar ratio of NO3 to SO4 would indicate whether the SOA was being produced by mobile sources or non-mobile sources, with a low ratio being characteristic of non-mobile emissions and a high ratio being characteristic of mobile emissions (13:1—gasoline; 8:1 diesel). Table 4 presents a summary of relevant information from this study for comparison.



During the summer, the region is NH4-poor (NH4/SO4 < 1.5), which should drive SOA towards high SO4 content. This is indeed the case (Figure 8). During the winter the region is relatively NH4-rich, and it is colder (which should favor NO3 formation), which is observed, albeit with an appreciable amount of SO4 still present. The NO3 component may be attributable to local mobile sources (preferably diesel over gasoline), while the persistent SO4 contribution may be a blend of mobile sources and non-mobile sources, such as the oil and gas activity in the area.



Comparing the spatial distribution of PM2.5 for winter and summer (Figure 2) also provides some indication of the nature of SOA production in the region. The summer map shows some correlation between the transportation corridors and PM2.5 but is weaker with NOx. Many of the roads visible in PM2.5 but not NOx are probably unpaved or secondary roads with reduced traffic, which are still quite dusty, i.e., high primary PM2.5 emissions. The winter map shows generally elevated PM2.5 throughout the region, probably due to colder temperatures and elevated aerosol NO3 production, with secondary roads still clearly visible. All the mechanisms agree closely where the primary PM2.5 is dominant (urban centres), but SAPRC07 and RACM2 show some improvement in modelling PM2.5 where there are lower VOC levels.






4. Summary and Conclusions


The three chemical mechanisms (CB6R3, SAPRC07 and RACM2) were implemented in the CMAQ modelling system, and two-month simulations, one in summer and one in winter, were run. The model predictions of various species by each of the mechanisms are compared to one another and to the observed data. Many chemical species concentrations predicted by the three mechanisms differed by relatively large margins. In summer, the simulation with CB6R3 predicted a higher concentration of H2O2 and PAN, while RACM2 predicted higher concentrations of OH, NOX, and O3. SAPRC07 produced high concentrations of MEPX. The winter ratios, with respect to difference mechanism, were like summer but predicted significantly lower concentrations except for NOX and O3. The analysis of diurnal variation of O3 at four stations revealed that SAPRC07 and RACM2 predictions were higher in the early part of the day, while CB6R3 predictions were the highest at noon. In summer, CB6R3 produces higher levels of O3 in the presence of higher VOCs and NOx levels, while producing low levels of O3 in the presence of high NOX levels; however, in winter, the difference in the production of O3 due to the three mechanisms was negligible.



An analysis of the spatial and temporal variation of the aerosol components of PM2.5 shows a significant shift from SO4-dominated PM2.5 in the summer to NO3-dominated PM2.5 in the winter. This shift is probably due to a change in the relative concentration of NH4 to SO4 and the temperature. Furthermore, the winter PM2.5 is probably due to mobile emissions, with some SO4 coming from oil and gas activity in the region, while summer PM2.5 is due to non-mobile emissions related to anthropogenic sources and oil and gas activity in the region. Of the three mechanisms tested, RACM2 seems to be marginally better at capturing this variability.



A statistical comparison of predicted and observed data from various stations revealed that O3 performance is dependent on chemical mechanisms and the station. In summer, RACM2 and SAPRC07 performed better at Edson, while CB6R3 was better at the other two stations. No mechanism accurately captures wintertime O3. When compared to other mechanisms, PM2.5 predictions with RACM2 were slightly better. The dominant PM2.5 species in summer were SO4 and SOA-Bio, while NO3 and SO4 were dominant in winter. The NO3 species were significantly higher in winter.



The difference in the model predictions of O3 and PM2.5 by the three chemical mechanisms are sufficiently different, so it may impact the categorization of an area for the suitable CAAQS management zone. Moreover, the appropriate choice of KZMIN will produce variation in O3 and PM2.5 predictions. When running an air quality model for O3 control strategies, CB6R3 performs slightly better at the urban stations than the other mechanisms, with RACM2 also showing good performance in rural areas. When modelling for PM2.5 control strategies, RACM2 appears to be the better mechanism. More modelling is necessary with O3 and PM2.5 control scenarios using the three mechanisms, and KZMIN sensitivity studies will be required for further understanding of the implications on using one mechanism over other.
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Figure 1. Study area showing model domain, grids, and monitoring stations. 
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Figure 2. 2013 Spatial distribution of NOx, VOC, and PM2.5 emissions in July (top) and December (bottom) in the modelling domain. (a) NOX (summer), (b) VOC (summer), (c) PM2.5 (summer), (d) NOX (winter), (e) VOC (winter), (f) PM2.5 (winter). 
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Figure 3. Comparison of CB6R3, SAPRC07, and RACM2 predicted monthly mean values for (a) OH, (b) H2O2 (SAPRC07 value in Dec is very small when compared to CB6R3 and RACM2) (c) MEPX (SAPRC07 and RACM2 values in Dec are very small when compared to CB6R3), (d) PAN, (e) TNO3, (f) NOX, (g) O3. 
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Figure 4. Diurnal variation of O3 between three chemical mechanisms and ambient monitoring data at three monitoring stations in summer (left panel) and winter (right panel). 






Figure 4. Diurnal variation of O3 between three chemical mechanisms and ambient monitoring data at three monitoring stations in summer (left panel) and winter (right panel).



[image: Applsci 12 08576 g004]







[image: Applsci 12 08576 g005 550] 





Figure 5. (a) Predicted average hourly O3 concentrations for (a) CB6R3 (summer), (b) CB6R3 vs. SAPRC07 1 (summer), (c) CB6R3 vs. RACM2 2 (summer), (d) CB6R3 (winter), (e) CB6R3 vs. SAPRC07 1 (winter), (f) CB6R3 vs. RACM2 2 (winter). 1 [100*(SAPRC07 − CB6R3/CB6R3)] 2 [100*(RACM2 − CB6R3/CB6R3)]. 
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Figure 6. O3 model performance, as measured by NMB and NME, at three ambient monitoring stations in summer (left) and winter (right). 
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Figure 7. (a) Predicted average hourly PM2.5 concentrations for (a) CB6R3 (summer), (b) CB6R3 vs. SAPRC07 1 (summer), (c) CB6R3 vs. RACM2 2 (summer), (d) CB6R3 (winter), (e) CB6R3 vs. SAPRC07 1 (winter), (f) CB6R3 vs. RACM2 2 (winter). 1 [100*(SAPRC07 − CB6R3/CB6R3)] 2 [100*(RACM2 − CB6R3/CB6R3)]. 
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Figure 8. Comparison of CB6R3, SAPRC07, and RACM2 predicted monthly mean values for (a) Nitrate, (b) Sulphate (c) Ammonium, (d) SOA-Anthropogenic, (e) SOA-Biogenic, (f) Total fine particulate (PM2.5). 
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Figure 9. Percentage relative compositions of key species for PM2.5 predicted during summer (left) and winter (right). 
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Figure 10. PM2.5 model performance as measured by NMB, NME, FB, and FE at three ambient monitoring stations in summer (left) and winter (right). 
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Table 1. CMAQ model 5.3.2 configuration.






Table 1. CMAQ model 5.3.2 configuration.





	Model Option
	Configuration





	Horizontal Grid Mesh
	4 km



	Vertical Grid Mesh
	22 layers up to 100 mb



	Gas-Phase Chemistry
	CB6R3, SAPRC07 and RACM2



	Aerosol Chemistry
	AE6



	Secondary Organic Aerosols
	SORGAM



	Meteorological Processor
	MCIP Version 4.4



	Horizontal Transport
	PPM



	Horizontal Diffusion
	K-theory spatially varying



	Vertical Advection Scheme
	Yamartino



	Vertical Eddy Diffusivity Scheme
	ACM2



	Diffusivity Lower Limit
	Kzmin = 0.01 to 2.0 m2/s (PURB option) (KZMIN set to true)



	Deposition Scheme
	M3dry



	Land Surface Model (LSM)
	Noah
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Table 2. 2013 Annual point and area emission sources of primary pollutants in the modelling domain.
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Type

	
Emissions (tonnes)




	
SO2

	
NOX

	
VOCs

	
PM10

	
PM2.5

	
CO

	
NH3






	
Point Sources Oil and Gas Extraction

	
15,437

	
57,712

	
31,605

	
799

	
739

	
55,391

	
17




	
Point Sources Other than Oil and Gas Extraction

	
1794

	
6051

	
2040

	
1173

	
811

	
9789

	
67




	
Area Sources (biogenic, on-road, off-road, residential/commercial, industrial (not large stacks), waste management, road, fugitive, construction dust)

	
315

	
39,058

	
22,466

	
146,828

	
45,706

	
79,994

	
9651




	
Total

	
17,546

	
102,821

	
56,111

	
148,800

	
47,256

	
145,174

	
9735
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Table 3. Definitions of statistical model performance evaluation measures and performance benchmarks.
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Statistical Measure

	
Mathematical Expression

	
Performance Benchmark




	
Goals

	
Criteria






	
Normalized Mean Bias (NMB) (%)

	
        ∑   i = 1  N    (   P i  −  O i   )       ∑   i = 1  N    O i    × 100   

	
MDA8 O3 < ±5%

24 h PM2.5 < ±10%

	
MDA8 O3 < ±15%

24 h PM2.5 < ±30%




	
Normalized Mean Error (NME) (%)

	
        ∑   i = 1  N    |   P i  −  O i   |       ∑   i = 1  N    O i    × 100   

	
MDA8 O3 < 15%

24 h PM2.5 < 35%

	
MDA8 O3 < ±25%

24 h PM2.5 < ±50%




	
Fractionalized Bias (FB) (%)

	
    2 N     ∑   i = 1  N    (     P i  −  O i     P i  +  O i     )  × 100   

	
24 h PM2.5 < ±30%

	
24 h PM2.5 < ±60%




	
Fractional Error (FE) (%)

	
    2 N     ∑   i = 1  N    |     P i  −  O i     P i  +  O i     |  × 100   

	
24 h PM2.5 < 50%

	
24 h PM2.5 < 75%




	
MDA8—Maximum Daily 8 h Average
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Table 4. Summary of NO3, SO4, and NH4 ratios governing SOA formation.
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Species

	
Summer

	
Winter




	
[μg/m3]

	
[μmol/m3]

	
[μg/m3]

	
[μmol/m3]






	
NO3

	
2.00 × 10−2

	
3.20 × 10−4

	
9.00 × 10−1

	
1.45 × 10−2




	
SO4

	
6.50 × 10−1

	
6.80 × 10−3

	
3.30 × 10−1

	
3.40 × 10−3




	
NH4

	
1.30 × 10−1

	
7.20 × 10−3

	
1.42 × 10−1

	
7.90 × 10−3




	
Ratio

	

	

	

	




	
NH4/SO4

	

	
1.05

	

	
2.33




	
NH4 Type

	

	
poor

	

	
rich




	
NO3/SO4

	

	
4.70 × 10−1

	

	
4.27




	
SOA Source

	

	
Non-mobile

	

	
Mobile/

some non-mobile
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