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Abstract: Two-phase flow is commonly encountered in various engineering systems. Momentum
fluctuation in two-phase flow can create undesirable and destructive vibrations. These vibrations
are known as flow-induced vibrations, which are a fundamental phenomenon in fluid–structure
interactions, and have been the center of this type of research in the past few decades. Flow-induced
vibrations due to the multiphase flow are a complex phenomenon and its understanding is still
immature. Various accidents related to flow-induced vibrations have been reported in heat exchangers
and piping systems and it is very important to develop a deeper understanding of flow-induced
vibrations in multiphase flow. The present review article aims to discuss the literature related to flow-
induced vibrations, with special focus on factors affecting flow-induced vibrations in internal two-
phase flow. Various factors affecting the magnitude and dominant frequency of forces are narrated
and the correlations previously developed to estimate these quantities are discussed. Dimensionless
forces are extracted from the literature and plotted against Weber number, to provide a database
for comparison and to serve as a validation tool for any studies conducted using computational
fluid dynamics. Furthermore, some important literature on flow-induced vibrations under different
conditions is presented in tabular form to better understand these findings. Finally, some concluding
remarks and comments on future research prospects and challenges are outlined.

Keywords: flow-induced vibrations; dimensionless forces; dominant frequency; Weber number;
fluid–structure interaction

1. Introduction

Fluid flow is an important phenomenon in many engineering systems. In the literature,
primarily two different flows are discussed, namely single-phase and multiphase flows.
Two-phase flow is a simplified form of multiphase flow, which is further classified into gas–
liquid [1], liquid–liquid [2,3], gas–solid [4,5], and liquid–solid flow [6,7]. It is widely present
in various engineering systems, such as petroleum transportation and production, power
plants, chemical industry, and heat exchangers. Moreover, two-phase flow is very unstable
due to its fluctuating density, pressure, velocity, and momentum [8,9]. This fluctuating
nature of two-phase flow, when combined with bends used to change the flow direction,
can produce gravitational, centrifugal, and buoyant forces [10,11]. This leads to a complex
fluid–structure interaction (FSI), which causes severe vibrations. These vibrations have
recently attracted considerable attention and are known as flow-induced vibrations (FIV).

Fluid-related vibrations were discussed in the two conferences [12,13] held in 1972
and 1979 in Germany. Several practical problems in the field of fluid-related vibrations
and their results were presented. The term, FIV, became well-known after it was coined by
Blevins [14] in his book. Flow-induced vibrations can be explained as a form of sequential
interaction between hydrodynamic forces and structural dynamics. The fluid exerts force
on the surface of structure, causing the structure to deform. The deformation of the
structure depends on the mechanical properties of the structure. In response, the deformed
structure will react and apply the opposite force against the fluid. Consequently, flow-
induced vibration is generated due to the interaction between these two forces, according
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to Blevins [15]. Furthermore, for the first time, Blevins classified FIV based on two types
of flows, namely steady and unsteady flows. Later, the types of FIV already known were
classified based on the type of flow involved [16], as shown in Figure 1. In steady flow, the
interaction between fluid and structure is the main cause of vibration forces, whereas in
unsteady flow, turbulent forces are the main source of vibrations.
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The focus of this review is FIV due to the two-phase flow. Two-phase FIV can be
divided into three categories [16], as illustrated in Figure 2. The first category is the
vibration of piping system by the two-phase flow, which includes FIV generated due to
the impact of flow or change in flow direction as a result of piping components, such as
bends and T-junctions. The second category, bubble-induced vibration, is primarily due
to the sloshing effect. The third category, thermal-hydraulic vibration associated with
phase change, induced from the main sources of the FIV process, involves phase change
due to the energy transfer between the interface, such as the instability caused by boiling
and condensation. Examples of thermal-hydraulic vibration include flow in suppression
pool and feedwater piping of nuclear power plant. Moreover, vibrations generated by
the two-phase flow can be categorized based on flow orientations, namely internal and
external flow. Flow-induced vibrations due to internal and external flows are discussed in
the next section.
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1.1. Two-Phase External Flow

Two-phase external flow indicates that the fluid is flowing outside a pipe or a bundle
of pipes. Major causes of FIV due to external flow include vortex-induced vibrations
(VIV) [17], vortex shedding, and fluid-elastic vibrations [14]. In the past few decades,
FIV due to external flow has been studied by many researchers [18–21]. For example,
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Kang et al. [18] developed a model to examine the effect of spring support on FIV due
to external axial flow. In addition, Shiels et al. [20] studied the effect of flow-induced
vibrations on circular cylinder due to external cross flow. Two main types of external
two-phase flow are explained in the following sub-sections.

1.1.1. Axial Flow

External axial flow is defined as the flow of fluid parallel to the axial direction of
pipe and it is also known as parallel flow, as shown in Figure 3a. Geometries, such
as straight tubes or tube bundles, when subjected to axial flow at high velocities, may
undergo some instabilities. These instabilities can be generated at low velocities due to
pressure fluctuations. Vibrations due to external axial flow are usually smaller than in
the case of external cross flow. Considerable studies have been performed on axial-flow-
induced vibrations, especially since the surfacing of nuclear reactors in 1960s, focusing
on systems, such as Boiling Water Reactor fuel bundles, are subjected to axial flow [22,23].
The vibration due to axial flow is mainly due to vibration mechanisms, such as fluid
elastic instabilities and random turbulence excitations [24–27]. Void fraction fluctuations,
flow velocity, pressure, and geometry are reported to be major influencing parameters.
Pettigrew and Taylor [28] reported that based on their experimental work on BWR fuel
rod under steam water flow, there is no effect on vibration due to nucleate boiling on
the surface of the heated rod. Kang et al. [18] proposed a model for axial-flow-induced
vibrations to examine the effect of spring support on FIV for Pressurized Water Reactor fuel
rods. The vibration response for both spring supported and simply supported rods was
recorded. The displacement in the case of spring supported rod was larger than the simply
supported rod, and vibration displacement decreased with the increasing spring constant
for the spring supported rod. Gorman [29] reported from his experiments on BWR fuel
rod vibrations that damping in axial flow is approximately four times higher compared
to the single-phase flow. Moreover, the author reported that the highest amplitude of
vibrations was observed for mass quality (vapor mass/total mass) range of 0.1 and 0.2.
Later, Pettigrew and Gorman [30] also reported a peak amplitude at mass quality of 0.1–0.2
and 0.4–0.5, indicating the role played by flow regime on vibration amplitude, considering
flow regime changes with the change in mass quality. The effect of flow regime was not
properly explained, and it is hard to create a linkage of two-phase flow regime with axial
FIV [31,32].
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1.1.2. Cross Flow

Cross flow is another type of flow, where fluid flows perpendicular to a group of pipes,
as shown in Figure 3b. This type of flow involves isolated cylinders as well as bundles of
cylinders. It is commonly found in submerged legs of offshore structures, shell and tube
heat exchangers, nuclear steam generators, and petrochemical industries [33–38]. Flow-
induced vibrations due to cross flow are generated by mechanisms, such as fluid elastic
instabilities, vortex excitation, periodic wave shedding, bubbles and structure interaction,
and random excitation caused by turbulence [39–42]. Flow-induced vibrations can be severe
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under resonance conditions. However, Shiels et al. [20] reported that FIV due to cross flow
on a cylinder can be with significantly higher amplitudes even without the presence of
coupling with mechanical system, which can cause resonance. These vibrations depend
on many factors, such as configuration of cylinders, physical properties of fluid, pitch to
diameter ratio, Reynold number, flow velocity, flow regime, and turbulence level [43,44].

1.1.3. Two-Phase Internal Flow

Two-phase internal flow is the most common type of flow in oil and gas, chemical
industries, and numerous engineering systems. In this flow, fluid flows inside the pipe as
shown in Figure 3c. FIV in two-phase internal flow has attracted considerable attention due
to high instabilities and complex interactions at interface. Flow turning elements causing
a sudden momentum change and pressure fields change are the main reason for FIV in
internal two-phase flow [45–52]. Different factors affecting FIV in internal two-phase flow,
such as geometry, flow pattern, velocity, and void fraction, are discussed in detail in the next
section. Various correlations are developed over time to calculate flow-induced vibrations
in different geometries, which are further explained in Section 4. These correlations mainly
focus on determining dimensionless forces and dominant frequency. Computational fluid
dynamics methods are instrumental in FIV research and many scholars [53–56] have
clearly verified the use of VOF model to handle multiphase flow patterns and turbulence
inside the pipe. With the development of computational methods, many researchers have
implemented one-way and two-way FSI models to study fluid–structure interactions in
pipes with bends [57–61]. Moreover, different studies have been conducted to study the
displacement due to vibration.

Miwa et al. [62] published a review paper which explains FIV in internal two-phase
flow. However, the authors were more focused on developing a correlation to determine the
forces on bend. In contrast, the present review paper discusses various parameters affecting
the magnitude and frequency of the forces causing these vibrations, in addition to the
inclusion of the most recent literature. Moreover, the relationship between different influ-
encing parameters and dominant frequency of forces is discussed. A detailed comparison
of dimensionless forces against Weber number is performed, which is helpful in comparing
the major works performed in this field. These data can be used to easily validate the
accuracy of CFD results with previous experimental results. Different correlation models
developed in the past are collected and discussed, along with up-to-date models presented
in the literature. An overview of the work performed on two-phase internal flow-induced
vibrations is listed in Section 4.

2. Factors Affecting FIV in Internal Two-Phase Flow

The first experiment to relate momentum fluctuation with FIV was conducted by the
authors of [8]. In this experiment, effects of volumetric quality, flow velocity, pressure,
flow channel size, and geometry were observed. In the next section, the effects of different
parameters are discussed in detail.

2.1. Effect of Flow Velocity

The effect of flow velocity on FIV was reported in research conducted on multiphase
FIV at bends with 20.6 mm internal diameter [48,63]. A piezoelectric force sensor was used
to record excitation force signal and an optical probe was used to record void fraction data.
It was reported that the amplitude and predominant frequency of excitation forces increase
linearly with flow velocity, for a given void fraction. As the velocity of the fluid increases,
the higher modes become excited. Moreover, the authors correlated the root mean square
of excitation force (FRMS) with inlet superficial mixture velocity (Vm). The experimental
results on U-bends suggested that the relationship between excitation forces and superficial
velocities can be expressed in Equation (1), as shown below:

FRMS ∝ Vm
1.2 (1)
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The same trend was also reported by Giraudeau et al. [64]. The authors conducted
experiments to investigate FIV for various diameters of U-bends, for a vertically upward
two-phase flow. The experiments were conducted for volumetric quality or gas void
fraction, β, of 25%, 50%, 75%, and 95%, and superficial mixture velocity between 1–12,
2–14, 2–20, and 5–30 m/s, respectively. These conditions represent bubbly, churn, slug, and
annular flow regimes. It was concluded that for a specific value of void fraction, excitation
forces on bends increase with an increase in the mixture velocity. This was true for the
volumetric quality values of 50%, 75%, and 95%. However, in the case of 25% void fraction,
there is a large decrease in forces between 2 and 3 m/s mixture velocity. This is attributed
to the fact that in this range, a transition from slug/bubbly flow to finely dispersed bubbly
flow occurs. Force spectrum data demonstrated that the peak/dominant frequency shows
a linear increasing trend with superficial velocity for all the observed conditions.

Hossain et al. [65] reported the effect of superficial velocities on excitation forces and
dominant frequency for an upward two-phase flow in a vertical 90◦ elbow of internal
diameter 0.0525 m (2 inch) and curvature radius of 0.0762 m (3 inch), specifically for slug
and churn flows. To study the effect of superficial liquid velocity (Vsl), it was varied
from 0.642 to 5 m/s, while maintaining a constant superficial gas velocity (Vsg) at 5 m/s.
Furthermore, to study the effect of superficial gas velocity, it was varied from 0.5 to 9.04
m/s, while maintaining a constant superficial gas velocity at 0.642 m/s. It was observed
that the magnitude of excitation force increases and the predominant frequency decreases
with the increasing gas superficial velocity, while both frequency and force magnitude
increase with the increasing liquid superficial velocity.

The effect of superficial velocity on force fluctuations and peak frequency was studied
by Liu et al. [66], for vertically upward two-phase flow in 52.6 mm (2 inch) internal diameter
pipe with a bend having a radius of 76.2 mm (3 inch). The ranges for liquid and gas phase
superficial velocities investigated are 0.61–2.31 m/s and 0.1–18 m/s, respectively, covering
slug, churn, annular, and bubbly flow regimes. For a fixed liquid superficial velocity, the
RMS force increases monotonically with an increase in superficial velocity of gas. Moreover,
the RMS force increases with liquid flow rates, but with a few exceptions, which can be
attributed to flow regime transition. In the case of predominant frequency, for a constant
liquid phase flow rate, the peak frequency increased to its maximum value when flow
transitioned from bubbly to slug flow. A further increase in flow rate of gas phase, caused
the peak frequency to decrease first for slug and churn flow regimes and increase again for
annular flow regime. For a fixed flow rate of gaseous phase, the peak/dominant frequency
increased with the liquid phase flow rate in general.

Experimental and numerical techniques were used by Wang et al. [67] to investigate
the dynamic response of a horizontal pipe under slug flow. It was reported that these
dynamic responses are created as a combined effect of the interaction between fluid and
structure, and flow characteristics. The velocity of slug body has a considerable effect on
the response of vibrations since this velocity affects centrifugal and Coriolis forces. The
effect of slug transitional velocity was found to be intense, considering that it affects the
rate of change of system properties, such as damping, stiffness, and loading.

Wang et al. [59] applied the one-way fluid structure interaction model to study the
interaction of multiphase flow in a 90◦ pipe bend using numerical simulation. The geometry
and flow parameters used were similar to Liu et al. [66]. The two-phase flow was simulated
using the volume of fluid (VOF) model and realizable k-є turbulence model. It was reported
that at fixed liquid superficial velocity, the increasing gas velocity increases the maximum
total deformation and equivalent stress, while the decreasing trend was observed with the
increasing superficial liquid velocity, while maintaining a constant gas superficial velocity.
The evolution of slug flow affected the position of distribution of maximum stress and
deformation. The maximum value of total deformation was found at the 90◦ pipe bend for
low liquid superficial velocities, but as the superficial velocity of liquid phase increases, the
location of maximum value of total deformation was in the horizontal section of pipe. As a
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result, serious cyclic impact on the 90◦ pipe bend will be produced for higher superficial
gas velocity.

In summary, fluctuation forces increase with the increase in gas superficial velocity
while maintaining a constant liquid superficial velocity. Moreover, this condition is true if
we reverse the conditions, where liquid superficial velocity increases while maintaining a
constant gas superficial velocity. A few exceptions exist as reported, which are primarily
due to flow regime transition. The peak/dominant frequency of fluctuations increases
with liquid superficial velocity, but shows inconsistent behavior with the increasing gas
superficial velocity, depending on flow regime change.

2.2. Effect of Pipe Geometry and Sizes

The flow behaviors in small diameter pipe bends and large diameter pipe bends are
different. Schlegel et al. [68] reported that pipes can be characterized as small or large based
on non-dimensional hydraulic diameter, D∗H , as shown in Equation (2). Small pipes have
D∗H less than 18.6 and larger pipes have D∗H greater than 40. With relevance to air-water
two-phase flow, diameters < 0.0507 m correspond to D∗H = 16.8, while diameters >0.1091 m
represent D∗H = 40. The region between these two extremes is known as the transition
region and affects both large and small diameter pipes, as observed. Mishima and Ishii [69]
and Schlegel et al. [68] reported that bubbly flow regime is present in small as well as large
diameter pipes. Beyond the bubbly flow regime, as the superficial velocities increase, gas
bubbles with larger dimensions begin to form in both small and larger diameter pipes.
In small pipes, these bubbles grow and fill the entire pipe, creating long slugs, which are
known as slug flow regime. In large pipes, these bubbles form cap bubbles, which are
known as cap bubbly flow regime. By further increasing the velocity, the flow in smaller
pipes remains as a stable slug flow, while a churn turbulent flow regime develops in pipes
with a larger diameter.

D∗H =
DH√

σ
g∆ρ

(2)

where DH , g, σ, and ∆ρ, are hydraulic diameter, gravitational acceleration, liquid phase
surface tension, and difference of density between two phases, respectively.

Yih and Griffith [8] investigated three different pipe diameters (6.35, 15.9, 25.4 mm) and
reported that unsteady momentum fluxes decrease as the pipe diameter increases. This is
primarily due to the fact that phases are mixed better in large pipes when compared to small
pipes. Overall, the pipe diameter has a very little effect on predominant frequency. The
authors also reported that high transverse vibrations were observed in rectangular pipes,
which were not observed in round pipes. These transverse vibrations can be attributed to
the fact that rectangular pipes have low natural frequency.

Giraudeau et al. [64] investigated the effect of four different diameters (12, 15, 20,
52 mm) of U-bends on FIV for a vertically upward two-phase flow. For all conditions tested,
the RMS force increased with the tube internal diameter. The increasing trend in RMS force
was D1.38, D1.52, and D1.9 on average for 50%, 75%, and 95% void fraction, respectively. It
was reported that the peak/main frequency on force spectrum generally decreases with the
tube diameter.

Chinenye-Kanu et al. [70] reported a variation in the fluctuating forces with diameter.
A validated numerical modelling approach, which was used for 52.5 mm (2 inch) internal
diameter pipe geometry by Hossain et al. [65] was applied to a 203.2 mm (8 inch) internal
diameter pipe geometry. It was reported that peak frequencies for gas superficial velocities
between 0.773 and 9.04 m/s were higher in pipes with smaller diameter compared to
larger diameter pipes for similar flow conditions. Peak frequency was higher in churn flow
regime for the large internal diameter pipe and in slug flow regime for the small pipes.
Therefore, slug flow is critical for multiphase fluid-induced vibrations in small diameter
pipes and churn flow is important when large diameter pipes are involved. The fluctuation
force displayed a similar behavior in both pipe sizes by increasing monotonically with gas
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superficial velocity. Moreover, the study showed that for large to small pipe diameter ratio
of 4, fluctuation forces were about 10× higher in the large dimeter pipe when compared
to the small diameter pipe. Later, Asiegbu et al. [71] extended this study to investigate
different diameter pipes (0.0525, 0.1016, 0.2032 mm). It was reported that at a constant
liquid phase superficial velocity, the predominant frequency of force fluctuations increases
with the increase in gas superficial velocity within the slug flow regime and drops when
the flow regime transitioned into churn flow for 0.0525 mm (2 inch) and 0.2032 mm
(8 inch) diameter pipe. For the case of 0.1016 mm (4 inch), the behavior of the pipe was
more irregular. It was also reported that the presence of internal two-phase flow changes
the natural frequency of all pipes, but the effect was more dominant in small diameter
pipes when compared to large pipes.

Belfroid et al. [72] conducted experimentations to investigate the effects of FIV in large
diameter pipes (i.e., 6 inch). Two different bend configurations were used with a radius of
1.5 D, one elbow and another consisted of an elbow with a U-bend upstream. The results
obtained were reported to be higher than smaller diameter pipes, but were comparable
with large diameter pipes (70 and 100 mm) [73,74]. A correlation to determine forces was
introduced using the quasi-steady approach, as shown in Equation (3). A constant, C,
of 25 and 10 is recommended to determine FRMS for large and small pipes, respectively,
as follows:

FRMS = C
(

ρlVm
2 A
)

We−0.4 (3)

where ρl is the liquid phase density, Vm is the mixture velocity, A is the cross-sectional area
of pipe, C is a constant, and We is the Weber number.

Riverin and Pettigrew [63] performed experiments on bends with different radii of
curvature, R/D, (0.5, 2, 5, 7.2) and reported that R/D of the bend has a minimal effect on
excitation forces. A similar conclusion regarding the minimal effect of bend radius was
derived by Belfroid et al. [75]. Moreover, Cargnelutti et al. [76,77] reported the effect of
radius of curvature on excitation forces. In their experiments, it was found that a larger bend
radius showed greater forces when compared to a smaller bend radius. This increase in
forces was attributed to the larger pressure drop in the bend with larger radius of curvature,
which causes larger excitations due to the larger pressure difference. Kim et al. [78]
reported that the bend radius has a direct effect on the distribution and development of
local parameters. Moreover, it changes the void fraction and effects phase separation at
the elbow. Yamano et al. [79,80] investigated the effect of two different radii of curvature
(1 and 1.5) on FIV and reported that flow separation is continuous in short elbow and
intermittent in larger elbow at the exit. Moreover, the authors observed the secondary flow
behavior at the elbow, which showed that the position of high-turbulence intensity region
and separation region was affected by the radius of curvature.

In summary, the excitation forces increase with the increasing diameter, while the
dominant frequency decreases with the increasing diameter. The majority of these findings
are based on small diameter pipes. According to Schlegel et al. [68], flow behavior in
small and large pipe diameters is different. Therefore, it would be inappropriate to derive
conclusions regarding FIV behavior in large pipes based on conclusions derived for small
pipes and vice versa. This is also true when comparing horizontal and vertical two-phase
flows. The database available on large diameter pipes is almost non-existent and further
studies on their behavior are needed since the majority of practical industrial pipes are
with larger diameters. In addition, it is noted that the literature on the effect of bend radius
is not explored properly, and very limited variations and cases are studied. Riverin and
Pettigrew [63] only studied four different bend radii and other research involved studied
two different radii [76,79,80]. Therefore, there is a big gap in the body of knowledge.
A further exploration on different bend radii is highly recommended, considering the
dimension of bend radius effect parameters, such as void fraction, pressure drop, and
phase separation. These parameters can lead to different behaviors of excitation forces
and vibrations.
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2.3. Effect of Flow Regimes

Two-phase flow can be divided into different flow regimes depending on their proper-
ties and appearances. Various flow regime maps are introduced over time to identify flow
regimes using visual inspection and flow rates of phases involved [81,82]. Kaichiro and
Ishii [69] used void fraction to identify criteria for different flow regimes and established a
flow regime map with gas superficial velocity and liquid superficial velocity as horizonal
and vertical coordinates. This criterion was developed for vertical two-phase flow and
their results are comparable with the existing literature. More advanced methods, such as
the measurement of void fraction using X-rays [83], electrical capacitance tomography [84],
rotating electric field conductance gauge [85], conductivity and electrical impedance [86]
are also being used to identify different flow regimes. Different flow regime visualizations
are shown in Figure 4 to help in understanding and better visualizing the different types of
flow regimes.
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Flow regime is a critical parameter when discussing FIV in two-phase flow and
different flow regimes cause different magnitudes of vibrations. Cargnelutti et al. [76,77]
investigated the effect of two-phase flow on FIV in a 6-mm pipe with bend in different
configurations. It was reported that slug flow showed the highest absolute forces followed
by annular flow, while stratified flow showed the lowest forces. These observations were
also verified in another research [75]. Cargnelutti et al. [76] developed a simple slug
unit model by considering momentum fluctuation and neglecting turbulence and friction
effects. This model could explain the forces generated by slug flow, but it was unable to
describe forces due to annular and stratified flow regimes since no distinct slugs travel
through the pipe in these flow regimes. Instead, a mixture model was presented to estimate
excitation forces due to annular and stratified flows. This model is analogous to single-
phase conditions, where a simple mixture momentum is considered. The results of these
models were comparable to experimental results, but the accuracy can be further increased
by considering parameters, such as random excitations due to turbulence, friction, gravity,
and impact force.

Liu et al. [66] conducted experiments on vertically upward two-phase flow in 52.6 mm
(2 inch) internal diameter pipe with a bend radius of curvature of 76.2 mm (3 inch). In
this study, 36 multiphase flow cases, which include bubbly, slug, churn, and annular flow
regimes, were studied. The investigated superficial velocities range of gas and liquid are
0.61–2.31 m/s and 0.1–18 m/s, respectively. For all the flow regimes, the high frequency
component (>20 Hz) measured by the force sensor was insignificant. RMS values of force
fluctuations were recorded in x and z directions and their peak frequency was plotted. The
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RMS of force fluctuation in x and z directions are the lowest for bubbly flow regime and
the value increases as the flow enters slug and churn flow regimes. In addition, it reaches
the maximum value after the flow transitions into an annular flow. On the other hand, the
peak frequency of force fluctuation is almost zero in bubbly flow, except for the 7-Hz peak
at liquid superficial velocity of 1.78 m/s and air superficial velocity of 0.407 m/s. This
random peak did not show a significant amplitude and was due to the absence of system
fluctuations. When the flow transitioned into slug and churn flows, the peak frequency
increased instantly to its overall maximum value due to the formation of slug bubbles in
vertical section, and then decreased a little before transitioning into annular flow. The peak
frequency increased again in annular flow, which was due to the disturbance wave effect.
Overall, slug and churn flow regimes showed the highest peak frequencies in the range of
8 to 10 Hz.

Riverin and Pettigrew [63] also reported the behavior of force transducer signals at
the elbow due to different flow regimes. Force signals are composed of regular impulses in
slug flow regime, which can be attributed to the passage of liquid slugs. The force spectrum
in bubbly flow regime is rather broadband due to the presence of bubbles, whereas a
mixture of narrow-band and periodic components was detected in churn flow. The force
signal observed in annular flow was composed of sharp impulses, which can be due to
droplet entrainment. Although the majority of the literature primarily focuses on how FIV
is affected by different flow regimes, it is also reported that vibration can cause a change
in flow regime. Enoki et al. [87,88] observed the effect of oscillation on horizontal two-
phase flow patterns in rectangular mini-channel. The flow behavior became increasingly
disturbed under the influence of mechanical oscillations when compared to a stationary
condition. The oscillation effect of the two-phase flow behavior was herein confirmed [88].
Moreover, it was reported than when the test section oscillated above a certain level,
stratified flow would change into annular flow [88].

In conclusion, FIV behavior changes with a change in flow regime and it is a flow
regime specific phenomenon. Flow-induced vibrations in slug and churn flow regimes are
more intense and a further investigation is necessary, especially in annular flow regime,
which appears to have received the least attention by researchers. In addition, FIV research
relies on flow regime maps developed in 1970s and 1980s [82,89], and new approaches,
such as flow regime map developed using machine learning algorithms or flow regimes
maps for specific experimental conditions, are encouraged to be used.

2.4. Effect of Physical Properties

The effect of physical properties on excitation force exerted at 90◦ bend due to the
two-phase flow was investigated by Tay and Thorpe [73]. It was concluded that by reducing
surface tension by 32%, there was no notable effect on forces exerted on bend due to the
two-phase flow. Similarly, no notable effect was observed when liquid phase viscosity was
increased by 2.62%. Moreover, it was reported that liquid holdup reduces by reducing
liquid surface tension, while there was no effect of liquid viscosity on liquid holdup.
Furthermore, these results are supported by the empirical correlation proposed by Riverin
et al. [48]. An investigation [8,73] on forces on bends was extended by Riverin et al. [48]
to distinguish the effect of dimensionless parameters. The dependence of dimensionless
parameters on RMS force was presented by Riverin, as shown in Equation (4). This can be
further simplified to Equation (12), as shown below:

FRMS = b
(
Vm,β, D, ρl , ρg, σ, µ, g

)
(4)

where b represents the unknown function of mentioned dimensional parameters, Vm is the
mixture velocity, β is the void fraction, D is the pipe diameter, σ is the surface tension, µ is
the dynamic viscosity, g is the gravitational acceleration, ρl and ρg are liquid and gas phase
densities, respectively. With the use of the standard dimensional analysis from de Langre
and Villard [90], Equation (4) can be written as follows:
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FRMS
Fstat

= B
(

β,
ρl
ρg

, We, Re, Fr
)

(5)

Fstat = ρl(1− β)Vm
2
(

π
D2

4

)
(6)

We =
ρlVm

2D
σ

(7)

Re =
ρlVmD

µ
(8)

Fr =
Vm√
ρl g

(9)

where B only depends on dimensionless parameters and can be assumed to vary with
1

(1−β)
. Riverin who used his experimental results [48] as well as conclusions of Yih and

Griffith [8] and of Tay and Thorpe [73] to study the effect of each parameter, concluded that
the formulation can be extended as follows:

FRMS

ρl(1− β)Vm
2
(

π D2

4

) =
B

(1− β)
We−0.4 (10)

This is further simplified into a dimensionless form using the Bukingham pi-theorem [91],
as follows:

FRMS =
FRMS

ρlVm
2
(

π D2

4

) (11)

FRMS = CWe−0.4 (12)

where C is a constant, Fstat is the stationary component of force, We, Re, Fr are dimensionless
Weber, Reynolds, and Froude numbers, respectively. From the experimental data analysis [8,63,73],
the suggested value of C is 10. Later, Cargnelutti et al. [76] tried to correlate experimental
data of excitation forces on bends to the Weber number alone. The effort was unsuccessful
and a reasonable accuracy was not achieved. Yih and Griffith [8] suggested the use of
dimensionless parameters, such as We, Fr, and Re, while developing the correlation of exci-
tation forces on bends. This stipulated that the incorporation of surface tension, viscosity,
and gravitational effect into the FRMS correlation may be important, although they appear
to be unimportant. A very limited literature is available on the effects of physical properties
on FIV. In addition, the available studies are focused on slug flow regime only and the
findings are for limited diameter ranges. For a better explanation on the effects of physical
properties in wider scale systems and various flow regimes, further research is needed.

2.5. Effect of Void Fraction

Void fraction or liquid holdup is a dimensionless parameter and can be defined as
the ratio of cross-sectional area of pipe Ag occupied by vapor phase or gas to the total
cross-sectional area, Ag + Al . Void fraction (β) can be calculated using Equation (10) [92],
as follows:

β =
Ag

A
=

Ag

Ag + Al
(13)

Riverin and Pettigrew [63] concluded from their experiments on multiphase flow in
U-bend that excitation forces are indeed affected by the change in void fraction. In this
study, the effect of excitation forces on bends at values of 25%, 50%, 75%, and 95% gas
void fraction were studied. The authors reported that for a specific velocity, the excitation
forces increase as void fraction increases. Maximum forces are reported between 50% to
60% gas void fraction. Beyond 60% gas void fraction, the excitation forces start to decrease.
However, it is noteworthy that this effect is normally due to flow regime change. For
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void fractions between 50% and 60%, flow regime is normally associated with slug or
churn flow, which possesses the maximum momentum flux. In addition, they are more
prominent when it comes to excitation forces when compared to bubbly (25%) and annular
(95%) flows.

Giraudeau et al. [64] conducted experiments to investigate flow-induced vibrations in
52 mm (2 inch) internal diameter U-bend, with a vertically upward two-phase flow. The
range of gas void fraction tested during experiments are 25%, 50%, 75%, and 95%. From
the force spectra data, it was concluded that the average void fraction signal corresponds
to force spectra. It was reported that for a constant velocity, the excitation forces increase
with void fraction until 75%, and then decrease with further increase in velocity. This
behavior agrees with previous observations [63]. For 25% void fraction, forces start to
increase after 3 m/s in bubbly flow. These forces are produced due to propagation of void
fraction waves [93,94]. For 50% void fraction, the force increases with velocity until 7 m/s
and after further increase in velocity, the forces do not show any increase, which can be
explained by the transition of flow regime from unstable slug flow to bubbly flow regime.
The same increasing behavior can be obtained for void fraction of 75% until velocity is
increased to 14 m/s and after further increase in velocity, the force decreases. This was due
to the transition of flow from unstable slug to churn flow regime. In 95% void fraction, the
transition from churn to annular flow is observed at 20 m/s. Forces increase first and then
start to decrease after 20 m/s due to less momentum variation in annular flow and void
fraction when compared to slug and churn flow regimes.

Liu et al. [66] reported that void fraction fluctuations show a similar trend as force
fluctuations, and thus it is important to determine the changes in void fraction when
the two-phase flow passes through the pipe bend. Moreover, the authors observed the
predominant frequency of void fraction fluctuation signals and found that for a fixed
liquid superficial velocity, as superficial velocity of gas is increased from bubbly to slug
flow, the predominant frequency of void fraction fluctuations reaches a maximum value,
upon further increase the predominant frequency decreases in churn flow followed by an
increase again in annular flow. Wang et al. [59] reported that when slug flow passes through
a 90◦ bend, the flow regime transition affects the increase or decrease in void fraction
after passing through the pipe bend. For slug flow, at a constant gas superficial velocity,
void fraction decreases with the increasing liquid velocity after the slug passes through
the pipe bend. However, an increasing gas superficial velocity has a minimal effect on
this phenomenon.

A relationship between void fraction, liquid and gas flow rates and flow regimes
based on data available in the literature [95] has been developed as illustrated in Figure 5.
Notably, these data are for upward vertical flow, a flow type widely used in the study of
FIV. This figure concludes the effect of void fraction on excitation forces and its relation to
flow regime. For a fixed mixture velocity, the excitation forces increase as gas void fraction
increases, where the maximum forces were reported to be between 50% and 75% void
fraction value, and upon further increase, the excitation forces start to decrease, as shown
in Figure 5. In addition, Figure 5 shows that this range covers the slug/churn flow regime,
which shows maximum momentum fluctuation and, in turn, produces the highest forces.
The annular and bubbly flows occur outside this range of void fraction, which shows lesser
forces due to the less turbulent nature. This change is attributed to the change in flow
regime as we increase the void fraction, rather than the effect of void fraction.
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3. Factors Affecting Dominant Frequency

Literature on two-phase flow-induced vibration is focused on the magnitude of flow
forces as well as the spectrum of forces. Techniques, such as fast Fourier transform (FFT)
and power spectral density (PSD) are used to identify the peak/dominant frequency.
Dominant frequency carries the most energy and this frequency has the highest potential
to cause damage. To avoid resonance with structural component’s natural frequency, it
is important to determine the dominant frequency. It can be observed from previously
reported literature that this frequency lies in the range of 0–50 Hz. Moreover, the literature
reports several factors that affect the dominant/peak frequency in two-phase flow, which
is discussed here in detail.

Giraudeau et al. [64] analyzed the force spectrum from their experiments on U-bend
with vertically upward two-phase flow. The authors reported that for the entire range of
experiments, the main/dominant frequency increases linearly with superficial mixture
velocity. Moreover, it was reported that the main frequency decreases with the increasing
tube diameter. For 25% void fraction, narrow peaks are observed on force spectrum and
as the velocity increases and flow transitions from spherical cap bubble flow to bubbly
flow, the spectrum becomes wider and shows non-harmonic multiple peaks. For 50%
void fraction, two harmonic frequency peaks are observed, and they increase linearly
with velocity. These peaks are attributed to the passing slugs. After 7 m/s, the slug flow
transition into bubbly flow and the force spectrum decrease and become wider. For 75%
void fraction, one frequency peak is observed, which increases linearly with superficial
mixture velocity until 14 m/s. This frequency corresponds to the slug frequency, where
only one body of slug passes within a certain period. For 95% void fraction, the spectrum
is considerably wider than all the other cases and increases with velocity. This can be
explained by the presence of quasi-periodic excitation, which occurs in annular flow at the
interface of liquid film and gas phase. Moreover, Costigan and Whalley [96] observed a
few disturbances of comparable frequencies in their void fraction signals for annular flow,
which contribute to the wider spectrum in annular flow. Furthermore, Giraudeau et al. [64]
reported that slug frequency can be correlated to the peak frequency of force signal, and it
is possible to obtain the peak frequency of force signal from slug frequency. The authors
also proposed a formula, which is shown in Equation (14), to determine the peak frequency
in diameter range of 20 to 52 mm for slug, unstable slug, churn, and churn/annular flows.

This formula agrees with the experimental results, except for the case of 25% void
fraction, where it overestimates the value, as shown below:
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f0 = 0.081
Vm
√

1− β

D
(14)

where D is the tube diameter, Vm is the mixture velocity, and β is the void fraction.
Hossain et al. [65] reported the effect of superficial velocities on dominant frequency

for a vertical 90◦ elbow of diameter 0.0525 m (2 inch) in upward vertical flow. The superficial
gas velocity was varied from 0.5 to 9.04 m/s, and superficial liquid velocity was varied
from 0.642 to 5 m/s, covering slug and churn flow regimes. It was reported that with the
increase in superficial liquid velocity, the dominant frequency initially increases and drops
with a further increase as the bubbly flow approaches. The peak frequency varied between
1 and 7 Hz. In the case of increasing gas velocity, the dominant frequency increases first to
the highest value after the transition into slug flow and drops slightly with further increase
toward the churn flow regime before increasing again in annular flow. In this case, the peak
frequency was also varied between 1 and 7 Hz. Liu et al. [66] observed a similar behavior
in their experimental study, considering that this numerical study used their experiments
for validation purposes.

Asiegbu et al. [71] and Al-Hash et al. [97] reported the presence of fluid effect on
natural frequencies of pipes. Asiegbu et al. found that this effect is more dominant in
small diameter pipes when compared to large diameter pipes. The natural frequencies
of the pipe increased with the increasing gas volume fraction. In large diameter pipes,
the risk of resonance was higher since force fluctuations have low frequencies, which is
equivalent with the observed low natural frequencies of large pipes. Furthermore, Al-Hash
et al. [97] reported that increasing the fluid density decreases the natural frequencies of
the pipe. Riverin and Pettigrew [63] performed spectral analysis of excitation forces and
reported that the excitation component of forces always lies below 60 Hz, which agrees
with the findings of Yih and Griffith [8]. Analysis of force spectra showed that predominant
frequency increases with the increase in mixture velocity for a given void fraction. The
predominant frequency is very clear for flows with intermediate void fraction values (50%
and 75%). Riverin and Pettigrew [63] also proposed a formula to determine dimensionless
frequency, f , using Equation (15), to correlate the dimensionless force and frequency data,
as follows:

f =
f D
Vm

(15)

In conclusion, the literature shows that dominant frequency increases with an increase
in the mixture velocity and decreases with an increase in pipe diameter. The frequency range
lies between 0 and 60 Hz. To investigate FIV successfully, the vibration of experimental flow
loop should be diminished, and the frequency of experimental loop must be determined to
avoid resonance. Moreover, while evaluating the natural frequency of pipe structure, the
effect of added mass due to fluid should not be ignored. The literature on this phenomenon
is very limited and requires further research. Furthermore, it should be noted that removing
the risk of resonance does not abolish the risk of fatigue failure or excessive stress. Stress
calculations are recommended to be performed in detail and the force magnitude and
frequency equation can be correlated with stress to illustrate resonance and fatigue.

4. Compilation of Existing Correlations and Models for Flow-Induced Vibrations

Tables 1 and 2 summarize the existing database on FIV and the correlations developed
to predict FIV in multiphase flow. The focus of past literature is on determining the
magnitude of fluctuating force and force spectrum for different geometries and various
flow regimes. Major existing works on FIV due to two-phase flow along with their operating
conditions and limitations are listed in Table 1. The correlations developed over time by
various researchers are listed in Table 2. These correlations were developed for different
fluids, void fractions, pressure conditions, and geometries. The assumptions made to
derive each of these equations are also listed for better understanding.
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Table 1. Summary of existing database on flow-induced vibrations.

Ref. Geometry Diameter
mm Bend Radius Operating

Phases
Flow Regime Flow

Direction

Superficial
Velocity

Gas

Superficial
Velocity

Water

Measured Experimental
Results

Simulation Correlation
FormulaForce

Magnitude
Frequency
Spectrum

[73,98] 90◦ 70 1.5 D

A-W
A-5 wt% IPA

A-35 wt%
glycerol

Slug Horizontal 0.38–2.87 m/s 0.2–0.7 m/s Yes No No Yes

[48,63]
T-Joint
U-Bend

90◦
20.6 R/d = (0.5, 2, 5,

and 7.2) A-W Slug-Bubbly-
Churn-Annular Vertical 0.1–10.4 L/s 0.17–1.25 L/s Yes Yes No Yes

[76,77]
T-Junction

T-Joint
90◦ Bend

6
25.4

16.5 and 25 mm
Unknown A-W Slug-Annular

-Stratified Horizontal 0.1–30 m/s 0.05–2 m/s Yes No No Yes

[66] 90◦ Bend 52.5 1.5 D A-W Bubbly-Slug-
Churn-Annular Vertical 0.1–18 m/s 0.610–2.310

m/s Yes Yes No Yes

[64,99] U-Bend

12
15
20
52

4 D A-W
Bubbly-Churn-
Slug-Annular

-Dispersed
Vertical 0.1–30 m/s 0.7–9 m/s Yes Yes No No

[100] 90◦ Bend 50.8 1.5 D A-W Bubbly-Slug-
Churn-Annular Vertical 0.1–18 m/s 0.610–2.310

m/s Yes Yes No Yes

[72] 90◦ Bend
U-Bend 152.4 1.5 D A-W

Stratified-
Bubbly-Slug-

Annular-
Dispersed

Horizonal 1–45 m/s 0.004–4 m/s Yes Yes Yes Yes

[60] 90◦ Bend 152.4 1.5 D A-W Stratified-Slug-
Annular Horizontal - - No No Yes No

[65] 90◦ Bend 52.5 1.5 D A-W Slug-Churn Vertical 0.5–9.04 m/s 0.642–5 m/s No No Yes No

[71] 90◦ Bend
52.5

101.6
203.2

1.5 D
1.5 D
1.5 D

A-W Slug-Churn Vertical 0.5–9.04 m/s 0.642–5 m/s No No Yes No

[101] 90◦ Bend 78 Unknown A-W Slug Horizontal 0.025–0.0495 Kg/s 2.48–4.97 Kg/s No No Yes No
[57] U-Bend 6.9 1.5 D A-W Stratified-Slug Vertical - - No No Yes No

[59] 90◦ Bend 52.5 1.5 D A-W Bubbly-Slug-
Churn Vertical 0.86–3.44 m/s 0.86–2.12 m/s No No Yes No

[102] U-Bend 25.4 0.4 D A-W
Bubbly-slug-

wavy-annular
dispersed

0.01–1.7 m/s 0.46–1.3 m/s Yes Yes No Yes
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Table 2. Various correlation models developed to predict flow-induced vibrations.

References Model Remarks

Riverin et al. [48] FRMS = FRMS

ρlV2
m

(
π D2

4

) = CWe−0.4

Two-phase flow is considered as a
mixture with no slip between phases.
Constant C needs to be determined for
different conditions, C = 10 is the best
fit, and C = 3.5 for slug flow in a
6-mm tube.

Tay and Thorpe
[73,98]

F =
(∫

in PdA−
∫

out PdA
)
− ∂

∂t
∫

VC µρdV −
∫

SC µρµ · dV

Fx =
{

ρAjsus +
(

Pi,a′A− Po A
)}
−
{(

ρAjs d
dt
∫

l(cos θ)dl
)}

Fy = −
[{
−ρAjsus −

(
Pi,e′A− Po A

)}
−
{(

ρAjs d
dt
∫

l(sin θ)dl
)}]

“Piston Flow Model”, developed for
the horizontal slug flow through a
pipe bend.
Flow regime was estimated from the
liquid height without proper flow
regime identification.
Oil and gas test section was used for
the experimental database.

Cargnelutti et al.
[76]

Slug flow, F =
√

2ρlV2
slug A

Stratified and annular flow, F =
√

2ρmV2
m A

Developed for a small 6-mm tube,
based on consideration of momentum
change alone.
Friction and gravity effects are not
considered.
Taylor bubble diameter is equal to the
pipe diameter.

Liu et al. [66]

FFSx = − ∂
∂t
t

Q

(
x f ρ f u f x + xgρgugx

)
dV

−
v

Aout

(
x f ρ f u f u f + xgρgugug

)
dS− pout A

FFSz = −
∂
∂t
t

Q

(
x f ρ f u f z + xgρgugz

)
dV

+
v

Ain

(
x f ρ f u f u f + xgρgugug

)
dS + pin A−

(
α̃ f

Vρ f + α̃g
Vρg

)
gV

Smooth transport of multiphase
mixture through the pipe bend.
Elbow inlet and outlet boundary
pressure and void fraction signals are
required as input data.

Miwa et al. [62]

It is the same model proposed by [66] with an extra term of
impact force FIF.

FIF(t) = 1√
2

ρ2φ(t)Ae f f

√
kP0

α(t)(1−α(t))ρ f

√
2P0

ρ2φ(t)
Lg
L f

Slug is considered as a homogenous
two-phase mixture.
Elbow inlet and outlet boundary
pressure and void fraction signals are
required as input data.

Belfroid et al. [72] FRMS = C
(
ρlVm

2 A
)
We−0.4

The correlation was developed for a
6-inch diameter pipe, C = 25 was best fit.
Pressure and momentum fluctuations
were considered.
Quasi-steady approach was used.

Bamidele et al.
[102]

Fx = χ x + (pi.a′A− Po A) + Momx
Fy = χ y + (pi.e′A− Po A) + Momy

Γ1 = ρ f Au2
f , Γ2 = αρg Au2

g + (1− α)ρ f Au2
f ,

Conditions for when liquid front enters the control volume
χx = Γ1; χy = Γ2,

Conditions for when the mixture front enters the control volume
χx = Γ2; χy = Γ1,

where Momx and Momy represent the rate of change of
momentum in their respective coordinates.

A slug flow model (SFM) for time
varying impact force on a
horizontal bend.
Assumptions made include:
Incompressible flow;
System is isothermal;
Interface front is always vertical and at
the right angle to the axis of the
pipe bend.
Constant fluid properties;
No mass transfer between
phases;Interfacial and surface stresses
are negligible due to mechanical
isolation of the bend;
Pressure is uniform at all locations in
the cross-section of the control surface.
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5. Comparison of Dimensionless Forces

Riverin et al. [48] proposed an empirical correlation for dimensionless forces as shown
in Equation (13). This correlation was based on experimental data for 20 mm internal
diameter U-bends and tees, and appear to provide better results for void fraction values
in the range of 55 to 98%. This correlation was developed on the base of model [72] for
external cross flow. To develop this model, the Weber, Reynolds, and Froude numbers were
considered, as shown below:

FRMS =
FRMS

ρlV2
m

(
π D2

4

) = CWe−0.4 (16)

The dashed line shown in Figure 6 is drawn using Equation (16) with C of 10. This
was proposed as a reasonable approximation of dimensionless forces. The dash dotted line
shown in Figure 6 is drawn using C of 3.5 using Equation (16) and it is the best fit curve for
slug flow regime. Giraudeau et al. [99] proposed that to be conservative, an upper bound of
dimensionless forces should be defined and from their experiments on 12 to 52 mm internal
diameter U-bends, Cmax of 25 was proposed. This corresponds to the dotted line shown
in Figure 6. The experimental results for 12 and 52 mm U-bends are included here, which
shows that Cmax = 25 is a good approximation for upper limit. The dimensionless forces due to
slug flow from experiments conducted by Cargnelutti et al. [33,34], in 6 mm internal diameter
horizontal and vertical elbows for bend radii of 16.5 and 25 and the results for 25.4 mm
(1 inch) internal diameter elbow, are also recorded in Figure 6. Notably, both horizontal and
vertical elbows are subjected to the horizontal two-phase flow in these experiments. The
overall forces on vertical elbow are higher than the horizontal elbow, which was thought
to be due to gravity. Notably, forces in vertical elbow are also higher than the maximum
limit introduced by Giraudeau et al. [69] at C of 25. The forces due to the 16.5 bend radius
are lower than the 25 mm bend radius for the same diameter pipe, which shows that the
bend radius affects the forces. Moreover, it can be observed that the forces in 25.4 mm
(1 inch) pipe are higher than the 6 mm experiments. This behavior was unusual, considering
that the 25.4 mm (1 inch) experiments contained more gas than the 6 mm experiments.
Cargnelutti et al. [76] reported that this can also be due to the difference of stiffness of
material used (glass vs. perspex). Overall, the results of Cargnelutti experiments show
higher forces than the Revirin experiments and results for 25.4 mm bend are higher than
C = 10 line. Experimental results for 20 mm internal diameter tee [42], for elbow with 70 mm
diameter under the horizontal flow [98], and for 6 to 25 mm diameter vertical U-tubes [8],
are also reported. All these results are in agreement with Riverin et al. [48] approximation
at C of 10. Results [66] for 52.5 mm vertical elbow are also presented and these results
are spread over a wide range from C of 3.51 to 25 lines. This can be attributed to the fact
that 0 to 100% void fraction was considered, covering a wide range of flow conditions.
The simulation results of Hossain et al. [65] for vertical elbow of 52.5 mm diameter are
presented and they mostly lie between C of 10 and 25 lines. Figure 6 can serve as a database
for comparison and can also be used to validate the simulation results.
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6. Conclusions

In conclusion, this review article briefly introduces the background of flow-induced
vibrations and its classification, followed by an in-depth review of FIV in internal two-phase
flow. It is evident from the literature that for a successful investigation of FIV, the vibration
of experimental flow loop should be diminished, and the natural frequency of experimental
structure must be determined to avoid resonance. In addition, while evaluating the natural
frequency of pipe structure, the effect of added mass due to the two-phase flow should not
be ignored. It should also be noted that eliminating the risk of resonance does not remove
the risk of fatigue failure or excessive stress and stress calculations should be performed
in detail.

Flow-induced vibration phenomenon is flow regime dependent and most of the lit-
erature agree that forces due to slug and churn flow regimes are more intense. The effect
of flow regimes should be explored further, particularly annular flow regime, which has
received the least attention by researchers. Moreover, for analysis of FIV in multiphase flow,
researchers are still utilizing flow regime maps developed in the 1970s and 1980s. Further-
more, additional advanced approaches are needed, such as machine learning algorithms or
flow regimes maps developed for specific experimental conditions and geometries.

Geometry is considered as the major factor while considering FIV in multiphase flow.
As suggested by Schlegel et al. [68], flow behavior in small and large diameter pipes is
different. It can be concluded from the literature that the physical mechanism of phase
distribution would be different in small and large diameter pipes and between vertical
and horizontal flows. Therefore, it would be inappropriate to derive conclusions regarding
FIV behavior in large pipes based on conclusions derived for small pipes and vice versa.
In addition, this remark is true when comparing horizontal and vertical two-phase flows.
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As an example, Nennie et al. [103] concluded that the effect of void fraction on FIV is the
same for different diameter pipes. However, the authors’ observations were based on small
diameter pipes and may not hold true for large diameter pipes with bend in a vertically
upward orientation.

Several predictive models are available in literature to predict dominant frequency
and magnitude of forces due to the two-phase flow. For example, the model of Liu et al. [66]
and Miwa et al. [62] can predict the magnitude and dominant frequency of forces with
an average error of 30%. This model with its relatively high margin of error also needs
void fraction data as an input from experiments to determine force. Therefore, to use this
model to solve problems, experiments must be conducted to extract void fraction data, for
specific geometry and flow conditions. The correlation by Riverin et al. [48] can also be
used to calculate RMS of force fluctuations. It is recommended for void fraction value of
55% to 98% and the error margin reported is 50%. An important point to note here is that
these models were developed for small diameter pipes only and the error and limitations
can further increase if an attempt is made to predict for large diameter pipes. An attempt
was made [72] to fit the RMS of force fluctuations for large diameter pipe (6 inch) and
the prediction was further outside the original 50% error. This suggests that FIV in large
diameter pipe needs to be investigated, considering there is a negligible database of FIV on
large diameter pipes.

Due to the inherent complexities in interface and turbulent behavior of two-phase
flow, in the past, CFD was not preferred as a tool to investigate FIV in multiphase flow.
Recently, it is gaining more recognition and some previously mentioned researchers have
implemented and validated their CFD results [60,65], against experimental results, to
incorporate more confidence in the use of CFD for research.

7. Future Research Prospects and Challenges

The following recommendations are made to overcome the challenges in internal
two-phase FIV research.

• Predictive models used to estimate FIV have many limitations, such as high margin
of error, developed for a specific range of parameters and, in some cases, require
experiments to collect input data for models. A study should be conducted to improve
predictive models.

• Flow-induced vibrations due to multiphase flow is a flow regime dependent phe-
nomenon. Among two-phase flow regimes, the annular flow regime needs to be
explored further.

• Flow regime maps developed in the 1970s and 1980s should be replaced and new
approaches should be developed.

• Research on large diameter pipes is limited and research is encouraged to widen
the database.

• The effect of physical parameter, such as surface tension, viscosity, and gravity should
be explored further to develop better understanding. In addition, predictive models
should consider physical parameters and its effect on overall model performance.

• The effect of added mass due to two-phase flow on the natural frequency of system
needs more attention.

• Developing better CFD models to study FIV. Additional comparisons of CFD and
experimental results are encouraged to provide confidence to CFD users for studying
multiphase FIV.
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Nomenclature

A Area (m2)
D Diameter (m)
F Force (N)
f frequency (Hz)
f Dimensionless frequency
G Gravitational acceleration (m/s2)
P Pressure (Pa)
t Time (s)
V Fluid Velocity (m/s)
Ag Area occupied by gas phase (m)
Al Area occupied by liquid phase (m)
VM Mixture Velocity (m/s)
Vsg Superficial Velocity of gas(m/s)
Vsl Superficial Velocity of liquid (m/s)
We Weber number
Re Reynolds number
Fr Froude number
β Void fraction
µ dynamic viscosity (Pa s)
σ Surface tension (N/m)
ρl Liquid phase density (kg/m3)
ρg Gas phase density (kg/m3)
Subscripts
g Gas Phase
l Liquid Phase
RMS Root Mean Square
m Liquid-Gas Mixture
sg Superficial Gas
sl Superficial Liquid
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