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Abstract

:

The insulation condition of cables has been the focus of research in power systems. To address the problem that the electric field is not easily measured under the operating condition of 10 kV transmission cables with insulation defects, this paper proposes a data-driven cable insulation defect model based on a convolutional neural network approach. The electric field data during cable operation is obtained by finite element calculation, and a multi-dimensional input feature quantity and a data set with the electric field strength as the output feature quantity are constructed. A convolutional neural network algorithm is applied to construct a cable data-driven model. The model is used to construct a cloud map of the electric field distribution during cable operation. Comparing the results with the finite element method, the overall accuracy of the data-driven model is 94.3% and the calculation time of the data-driven model is 0.025 s, which is 360 times faster than the finite element calculation. The results show that the data-driven model can quickly construct the electric field distribution under cable insulation defects, laying the foundation for a digital twin structure for cables.
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1. Introduction


With the continuous development of power grid technology, the use of power cables is rapidly increasing and their coverage is becoming larger and larger. The operation and then reliability of power cables directly affects the safe and stable operation of the power system. Small defects in the cable during manufacture or installation can be excited by over-voltage ageing, temperature, microorganisms and other factors. If the cable is not de-contaminated and treated in a timely manner, it will lead to cable failure and bring great losses to production and life [1]. The traditional study of cable insulation impurity conditions consists of two main methods: physical experiments [2] and theoretical calculations [3]. Most physical experiments on cable insulation are preventive tests, i.e., measuring insulation resistance [4], DC withstand voltage [5] and leakage current [6], which do not allow for the assessment of the insulation condition during cable operation. Currently, finite element modelling calculations are also used in some studies to assess the state of cable insulation in the presence of impurities [7]. In the literature [8], the electric field distribution of cables during normal operation was calculated by modelling with the finite element method. Reference [9] calculated the electric field distribution in the case of cable defects (including impurities) by using finite element calculation software. The method of finite element modelling calculations has significant advantages in terms of cost and cycle time of the study. The accuracy and reproducibility of the results are good [10], which is of practical interest for observing the electric field distribution of cable insulation under different operating conditions. However, there are still limitations to the finite element calculation method. Due to the complexity of cable operating conditions, finite element models of cables are often complex and take relatively long to calculate [11]. Therefore, it is difficult to study the electric field in the case of impurities in the cable insulation using the finite element method alone.



Convolutional neural networks (CNN) evolved from the structure of the biological visual system to obtain specific features and recognize the corresponding patterns in graphic images [12]. Convolutional neural networks are widely used because of their characteristics of local perception and weight sharing, which greatly reduces the number of training parameters and improves the computational efficiency of complex networks [13]. Compared to other deep learning methods, CNN algorithms are much less complex and challenging to train, reducing the risk of overfitting [14]. It is relatively easy to build networks with deep structure using CNN algorithms.



Machine learning has been successfully applied in many fields and is increasingly being used in the power industry [15]. The literature [16] uses neural networks to evaluate the insulation conditions of 11 kV paper cables. The literature [17] identifies cable partial discharge defects by means of different neural network models and the literature [18] uses fuzzy neural networks to evaluate cable insulation. The literature [19] identifies the partial discharge signals of cables by means of a data-driven model. These studies all classify and identify cable faults and the results of the data are generally one-dimensional. In this paper, the data-driven model is used to achieve the prediction of the electric field distribution of the cable operating condition, presenting a two-dimensional distribution cloud of the cable electric field. Finite element calculations provide the underlying data, which is then learned through artificial intelligence methods to construct a data-driven model of the electric field in the case of cable defects. The research in this paper is based on this idea. The electric field data of the cable is obtained through finite element calculations, and a CNN-based data-driven model is constructed from the multidimensional input feature quantities of the cable. Finally, the calculated values of the data-driven model are post-processed to draw a cloud map of the electric field intensity distribution of the cable. The rest of this paper is as follows: Section 2 introduces the principles of finite element calculations, constructs a finite element model of the electric field of the cable and sets the boundary conditions of the model. Section 3 describes the data-driven model of the electric field of the cable, including the selection of the feature variables, the comparison of algorithms, the selection of parameters for the convolutional neural network and the process of constructing the prediction model. Section 4 evaluates the prediction model and analyses the results. Finally, conclusions are drawn in Section 5. The research in this paper combines artificial intelligence algorithms with finite element calculation models to compensate for the disadvantages of complex finite element calculation models with long computation times, and to visualize the electric field distribution of the cable operation. The method can also be applied to the digital twin research process.




2. Finite Element Modeling Method of Cable


A cross-linked polyethylene (XLPE) three-core cable of 10 kV commonly used in the model YJV22-8.7/10-3 × 240 mm2 was chosen as the object of finite element calculations. The cable model containing impurities was constructed by the finite element calculation software COMSOL Multiphysics and the cable model was constructed as shown in Figure 1.



The core, semiconductor layer, insulation layer, shielding layer, filler, armor layer and outer sheath of the three-phase axisymmetric cable are set. The geometric parameters of each structure of the cable are shown in Table 1.



After constructing the model using COMSOL Multiphysics finite element calculation software, the control equations involved are analyzed. This paper is a study of the cable electric field under steady state conditions, so the set of equations involved is as follows.


  E = − ∇ φ  



(1)






  ∇ ⋅ D = ρ  



(2)






  ∇ ⋅ J = − j ω ρ  



(3)







In the above equation,  E ,  D  and  J  are electric field strength, potential shift vector and current density.  φ  is electric potential,  ρ  is charge density.



The constitutive relationship of the material properties is


  D = ε E  



(4)






  J = σ E  



(5)




where,  ε  is relative electric permittivity,  σ  is electrical conductivity.



Based on Equations (1)–(5), the differential equation for  φ  is obtained as follows.


  ∇ ⋅     σ + j ω ε   ∇ φ   = 0  



(6)







After choosing the control equations for the model, the boundary conditions for the model are then determined.



In a three-phase AC cable, the phase difference between the voltages of the three phases A, B and C is 120 degrees. The A-phase voltage    φ a   , B-phase voltage    φ b   , and C-phase voltage    φ c    are set as follows.


     φ a  =  φ 0   e  j 0        φ b  =  φ 0   e  − j   2 π  3          φ c  =  φ 0   e  + j   2 π  3      



(7)







After determining the boundary conditions, the finite element model is meshed and then the finite element calculations are performed on the model.




3. Modeling Method of Data-Driven Model


3.1. Data Set Construction of Data-Driven Model


In the finite element calculation, the most obvious reflection of the impurities in the cable insulation should be the electric field strength. The uneven variation of the electric field strength at the impurities reflects the influence of the impurities on the interior of the insulation. At the same time, the electric field strength can also be used as the basic data to reflect whether the insulation is broken down or not. The variation of electric field strength is also the fundamental variable of most concern in cable insulation. In the algorithmic learning of convolutional neural networks, if there is a relatively strong correlation between several input feature quantities, the learning results will automatically filter the feature quantities. Therefore, when selecting the input feature quantities, the description of the constructed model needs to be comprehensive enough. In this paper, data related to the structure of the cable, the operating parameters of the cable, and the structural parameters of the impurities are used as input feature values to construct a data set consisting of multidimensional vectors, and the 11 input feature quantities are selected as shown in Table 2. Among them, the dimensions of the cable are represented by a right-angle coordinate system. The data were extracted from 12 different locations selected from different locations of the cable, constituting a data set of approximately 2.12 million groups.




3.2. Data-Driven Model Implementation Based on CNN


The convolutional neural network is a neural network algorithm based on convolutional operations with a parameter sharing mechanism and a deep structure. The essence of a CNN is a mathematical model that maps the original input to a new feature representation through multiple layers of data transformation and dimensionality reduction. The number of layers, the size of the convolutional kernel, the non-linear activation function and the pooling method are some of the main aspects that affect the prediction accuracy of a convolutional neural network model.



Before building a data-driven model, the first step is to choose the algorithm for training the model. The basic structure of a convolutional neural network consists of an input layer, a convolutional layer, a pooling layer, a fully connected layer and an output layer. Several convolutional and pooling layers are generally taken, using an alternating setup of convolutional and pooling layers, i.e., one convolutional layer is connected to a pooling layer, another convolutional layer is connected after the pooling layer, and so on. The convolutional layer adopts a weight-sharing technique, using a series of convolutional kernels to map local features at low levels to global features at high levels, which can significantly reduce the network parameters and improve the computational efficiency, avoiding the overfitting phenomenon. The pooling layer is usually used immediately after a convolutional layer, whose purpose is to reduce the feature dimension and highlight the main features. The specific convolution calculation formula is as follows [20].


  h   i , j , τ   =   ∑  m    ∑  n  X   i + m , j + n , τ  K  m , n , τ   +  b τ  = X ⊗ K +  b τ   



(8)







In the above equation, the length  m , width  n  and depth  τ  of the convolution kernel are first selected.  τ  is also the number of convolution kernels. Then the input data is converted into the input matrix  X  and substituted into the convolution calculation formula. The output matrix  h  is obtained, where   i , j   and  τ  represent the three dimensions of the output matrix respectively.    b τ    is the threshold of the  τ th convolution kernel.  ⊗  denotes the product of the corresponding elements of the matrix multiplied together.



Like neural networks with conventional structures, the optimization objective of convolutional neural networks is to minimize the loss function to find the optimal parameters. In this paper, we use the mean square error (MSE) loss function as the objective function. the MSE function is represented by Equation (9)


   L  o s s m s e   =  1 N    ∑   i = 1  N    (  y i  − f    x i    )  2   



(9)







In the above equation:   N   is the number of samples;    y i    and   f    x i      are the expected and actual outputs of the model, where they represent the actual and predicted values of power, respectively.



The essence of convolutional neural networks is that each convolutional layer contains a certain number of eigenfaces or convolutional kernels. Compared with traditional fully connected networks, convolutional neural networks in which the weights of the convolutional layers are shared use the network to reduce the number of training parameters, reducing the complexity of the network model, reducing overfitting, resulting in better generalization capabilities, and operating with fewer connections and parameters than traditional fully connected networks, making them easier to train. In addition, convolutional neural network systems use shared parameters of connection weights in the same convolutional or pooling layers. These features greatly reduce the number of parameters and reduce the complexity of data training and the risk of training overfitting. Consequently, convolutional neural networks offer significant advantages and powerful feature learning capabilities in building deep structural neural networks [21]. As the number of layers increases, the feature extraction of the convolutional neural network gradually increases, but the number of parameters needed for training also needs to increase, so the demand for sample data also increases, which may also make the sample data will be over-fitted [22]. However, there is no mature theoretical framework for the determination of the number of network layers. Therefore, in the actual training process, the optimal structural system needs to be selected through a large number of experiments in order to choose a better performance.




3.3. Data-Driven Model Implementation Based on CNN


This section evaluates the classification performance of convolutional neural networks, examining the effects of different network layers, different activation functions and different pooling methods on cable data-driven models, and comparing them with back propagation neural network (BPNN).



The performance of a convolutional neural network is highly dependent on the number of layers in the network. In this paper, we tested the performance of 1–5 layers of convolutional neural network respectively, using the pooling method of maximum pooling, the activation function using Swish function, the number of convolutional kernels of each layer are 32, and the size of convolutional kernels are all 3 × 3. The results are shown in Table 3.



When the number of layers of the network is reduced, the ability of the convolutional neural network to fit the samples will be reduced. When the number of layers is too large, although the network can extract deeper data features, the information transfer between the layers of the network will cause data wastage and overfitting problems, instead making the training accuracy decrease and the training time increase. As can be seen from Table 3, convolutional neural networks work better at 3 layers. The two mainstream pooling methods are maximum pooling and average pooling, and the maximum pooling method has better recognition accuracy than average pooling because it can extract the most characterizing features. Therefore, the final convolutional neural network architecture used in this paper consists of three convolutional layers and three pooling layers.



In addition, the performance of convolutional neural networks was compared with BPNN, and the results are shown in Table 4.



As can be seen from Table 4, the overall accuracy of the convolutional neural network in both methods reached 94.3%, which is higher than the computational accuracy of BPNN.



The process of building a data-driven model based on convolutional neural networks is shown in Figure 2. Firstly, the original data is collected on the distribution of electric field under different operating conditions of the cable, and 11 feature parameters affecting the cable operating condition are constructed to obtain the cable feature dataset. The feature data set is then divided into a training set and a test set, with 80% and 20% of the weight of each respectively. The optimized convolutional neural network algorithm was trained by using a small-batch stochastic gradient descent algorithm [23] on the training set to minimize the error between the predicted and actual outputs of the model, and the performance of the model was evaluated by the test set.





4. Results and Discussion


4.1. Accuracy Analysis of Data-Driven Models


The original data set is divided into a training set and a test set. After generating a model by learning the data in the training set, the data in the test set is predicted to verify the accuracy of the model. The model’s accuracy is expressed by the accuracy, and the accuracy r is calculated as shown in Equation (10).


  r =   1 − m / n    



(10)







In the above equation:  m  is the sum of the squares of the actual and predicted values,   m = ∑      l  t r u e   −  l  p r e d i c t      2   ; where    l  t r u e     is the true value;    l  p r e d i c t     is the predicted value; and  n  is the sum of the squares of the differences between the true and predicted values.



By varying the cable operating voltage of the cable model, the accuracy r of the convolutional neural network learning model training set and test set for the electric field strength of the cable was 0.971 and 0.967 respectively. The electric field intensity values calculated by the learning model based on the convolutional neural network algorithm for the single and multiple impurity cases were compared with those calculated by finite elements and the results are shown in Figure 3. Where the x-axis is the electric field strength value calculated by the finite element and the y-axis is the value calculated by the convolutional neural network learning model. As can be seen by the graph below, the learning model fits the data in this case better than the finite element calculated data. However, it can also be seen that there are some points with large deviations in the prediction results. This situation may be caused by the regression principle of the convolutional neural network because the nonlinearity of the electric field intensity near the impurity points is stronger, and the stronger the nonlinearity of the data, the worse the learning effect of the neural network method in the case of insufficient data information. Generally speaking, expanding the dimensionality of the input feature quantity to include more influencing factors can make the judgment more accurate and further improve the prediction accuracy of the prediction model.




4.2. Predicted Electric Field Strength of the Cable


After applying the convolutional neural network method to learn the data set, a data-driven model of the cable with insulation impurities is created. In this case, the structural parameters of the cable model remain unchanged, and the voltage of the cable operation is changed. At this time, the cable operating voltage is 11 kV, the relative electric permittivity of impurities is 30, the conductivity is 18 S/m, the relative electric permittivity of insulation layer material is 1.5, the conductivity is 0.25 S/m, and the operating frequency is 50 Hz. The electric field intensity at each location of the cable was calculated using the data-driven model, and the electric field distribution clouds were plotted by MATLAB software and compared with those calculated and plotted by COMSOL Multiphysics with MATLAB software, and the results are shown in Figure 4 and Figure 5.



But in practice, the cable insulation layer at the distribution of many impurities, so in the model, other conditions remain unchanged, for multiple impurities in the case of cable operating voltage changes, the electric field distribution of the cable to learn. At this time, the other parameters of the cable remain unchanged, and only the number of impurities and the cable operating voltage are changed. Using the model to predict the electric field strength at each location of the cable, draw the electric field strength distribution cloud map and finite element calculation for comparison, the results are shown in Figure 6 and Figure 7.



The results of the electric field strength calculated by the data-driven model obtained by the convolutional neural network-based algorithm are reliable. Therefore, the cable insulation under the above conditions can be analyzed based on the cloud diagram. From Figure 4, Figure 5, Figure 6 and Figure 7, it can be seen that the cloud diagram composed of the data obtained by learning and the cloud diagram composed of the actual finite element calculation have basically the same values at each position of the model, so the calculation results based on the convolutional neural network algorithm can be considered valid, and the electric field strength of impurities at the tip of the cable insulation in both cases is about 3 × 106 V/m, which is still less than the Breakdown field strength value, so the cable can still operate normally at this time.



In the application of the data-driven model, a point near the impurities in the cable model was analyzed to examine the error between the values obtained by algorithmic learning within the training set and outside the training set and the finite element calculated values when the cable core voltage and the impurity conductivity were varied respectively, as shown in Figure 8. In this case, the voltage values of 9–11 kV and the conductivity of 10–30 S/m were set as the training set.



From Figure 8, the error between the data-driven model and the finite element calculations increases when the core voltage is greater than 11 kV or the conductivity of the impurities is greater than 30, while the error between the data-driven model and the finite element calculations increases when the core voltage is greater than 11 kV or the conductivity of the impurities is greater than 30. When the calculated core voltage or impurity conductivity is too large, the error in the data-driven model is greater than 5%. As can be seen, the accuracy of the predicted values decreases significantly when the predicted values are far from the data set. It can be seen that the results of the data-driven model for the electric field strength of the cable are in general agreement with the finite element calculations. The accuracy of the data-driven prediction model constructed by the convolutional neural network algorithm can be guaranteed within the range of the actual operation of the cable.





5. Conclusions


(1) This paper proposes a data-driven model based on convolutional neural network to calculate the electric field distribution of cables. After obtaining the basic data through finite element calculation, the convolutional neural network constructs a data-driven model that can replace the finite element calculation to construct the electric field distribution results of the inner insulation of cables containing impurities. By comparing the CNN with the BPNN, the data-driven model constructed by the CNN algorithm has a higher accuracy, with an overall accuracy of 94.3%. The calculation time of the data-driven model is 0.025 s, which is approximately one 360th of the finite element calculation and much less than the finite element computational time required for the calculation.



(2) To address the problem that the model needs to be changed at the same time when the operating parameters of the cable are changed in the finite element calculation. The data-driven model constructed in this paper contains 11 input characteristic quantities related to the actual operating parameters of the cable, so that the electric field distribution of the cable can be calculated directly by the data-driven model when the operating conditions of the cable are changed. The results show that when the cable parameters are in the training set, the error in the electric field distribution calculated by the data-driven model is within 3% when varying the core voltage and the material parameters of the impurities. In the actual working condition, the parameters of the cable in normal operation are included in the training data set of the model.



(3) The data-driven model constructed in this paper based on convolutional neural networks can visualize the distribution of electric fields during cable operation in two dimensions. The CNN-based data-driven approach can also be used to quickly calculate the electric field of other cable arrangements and cables above 10 kV. It is only necessary to change the finite element model of the cable and reconstruct the characteristic inputs such as the electromagnetic parameters of the cable to build a new data-driven model of the cable. In the future, the cable model can be coupled with multiple fields to take advantage of the fast computation speed of the data-driven model to monitor the state of the cable during operation at various voltage levels in real time and realize the digital twin of the cable.
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Nomenclature




	  E  
	electric field strength



	  D  
	potential shift vector



	  J  
	current density



	  φ  
	electric potential



	  ρ  
	charge density



	  ε  
	relative electric permittivity



	  σ  
	electrical conductivity



	    φ a    
	A-phase voltage



	    φ b    
	B-phase voltage



	    φ c    
	C-phase voltage



	    φ 0    
	reference voltage



	  X  
	input matrix



	  h  
	output matrix



	   i , j , τ   
	three dimensions of the output matrix



	  K  
	convolution kernel



	  m  
	length of the convolution kernel



	  n  
	width of the convolution kernel



	  τ  
	depth of the convolution kernel



	    b τ    
	threshold of the  τ th convolution kernel



	  N  
	number of samples



	    y i    
	expected outputs of the model



	   f    x i      
	actual outputs of the model



	  s  
	sum of the squares of the actual and predicted values



	    l  t r u e     
	true value



	    l  p r e d i c t     
	predicted value



	   kV   
	Kilovolt
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Figure 1. Finite element calculation modeling of three-phase cable containing impurities. 
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Figure 2. Flowchart of data-driven calculation based on CNN. 
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Figure 3. Training results of the convolutional neural network algorithm on the training and test sets, (a) Fitting results of single impurity in cable, (b) Fitting results of multiple impurities in cable. 
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Figure 4. Comparison of calculated values of the data-driven model with finite element method for changing impurity conductivity, (a) Electric field strength calculated by the data-driven model, (b) Electric field strength calculated by finite element. 
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Figure 5. Local enlargement of the calculated values of the data-driven model for changing the impurity conductivity compared with the calculated values of the finite element method, (a) Electric field strength at impurities calculated by data-driven model. (b) Electric field strength at impurities calculated by finite element. 
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Figure 6. Comparison of calculated values of the data-driven model with finite element method for changing voltage parameters, (a) Electric field strength calculated by data-driven model, (b) Electric field strength calculated by finite element. 
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Figure 7. Local enlargement of the calculated values of the data-driven model for changing voltage parameters compared with the calculated values of the finite element method, (a) Electric field strength at impurities calculated by data-driven model, (b) Electric field strength at impurities calculated by finite element. 
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Figure 8. Changing the cable operating voltage and impurity conductivity error analysis, (a) Relationship between changes in cable core voltage values and calculation error values, (b) Relationship between changes in impurity conductivity and calculation error values. 
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Table 1. Geometric parameters of cable structure.






Table 1. Geometric parameters of cable structure.





	Structure
	Materials
	Inner Diameter/mm
	Outer Diameter/mm





	Cable cores
	Copper
	11.9
	11.9



	Conductor shielding
	Semiconductor Materials
	11.9
	12.7



	Insulation layer
	XLPE
	12.7
	17.2



	Shielding layer
	Copper
	17.2
	17.3



	Cable three-phase filler
	Polypropylene
	41.1
	41.1



	Armor layer
	Aluminum
	41.1
	41.11



	Outer sheath
	Polyethylene
	41.11
	43.11
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Table 2. Input feature quantities.






Table 2. Input feature quantities.





	Number
	Input Feature Quantity





	1
	Cable core radius



	2
	Thickness of insulation layer



	3
	Cable operating voltage



	4
	Number of impurities



	5
	Relative electric permittivity of impurities



	6
	Electrical conductivity of impurities



	7
	Relative electric permittivity of the insulation layer



	8
	Electrical conductivity of the insulation layer



	9
	X coordinate of the fetching point



	10
	Y coordinate of the fetching point



	11
	Cable operating frequency
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Table 3. Computational accuracy of CNN with different number of layers.
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	Number of Network Layers
	Accuracy/%





	1
	89.3



	2
	93.2



	3
	95.8



	4
	93.2



	5
	91.3
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Table 4. Comparison of the computational accuracy of CNN and BPNN.






Table 4. Comparison of the computational accuracy of CNN and BPNN.





	
Cable Operating Parameters

	
Accuracy/%




	
CNN

	
BPNN






	
Cable core voltage

	
95.8

	
94.6




	
Impurity conductivity

	
94.6

	
94.2




	
Operating frequency

	
92.6

	
92.6




	
Overall accuracy

	
94.3

	
93.8
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