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Abstract: Traditional techniques for detecting materials have been unable to coordinate with the
advancement of material science today due to their low accuracy and high cost. Accordingly, machine
learning (ML) improves prediction efficiency in material science and high-entropy alloys’ (HEAs’)
phase prediction. Unlike traditional alloys, HEAs consist of at least five elements with equal or
near-equal atomic sizes. In a previous approach, we presented an HEA interaction network based
on its descriptors. In this study, the HEA phase is predicted using a graph-based k-nearest neighbor
(KNN) approach. Each HEA compound has its phase, which includes five categories: FCC, BCC, HCP,
Multiphase and Amorphous. A composition phase represents a state of matter with a certain energy
level. Phase prediction is effective in determining its application. Each compound in the network has
some neighbors, and the phase of a new compound can be predicted based on the phase of the most
similar neighbors. The proposed approach is performed on the HEA network. The experimental
results show that the accuracy of the proposed approach for predicting the phase of new alloys is
88.88%, which is higher than that of other ML methods.

Keywords: machine learning; classification; phase prediction; high-entropy alloys; materials; KNN

1. Introduction

The structure of a material expresses elements in terms of size, crystallinity, etc. A
material’s descriptors are measured to determine hardness, thermodynamics, and electricity.
The performance of the material and the components depend on the application. Alloys are
kinds of materials that consist of a mixture or solution of metal solid by basic metal with
one or more metallic or non-metallic element. The aim of alloying is to improve material
properties such as strength, hardness, and so on.

Unlike traditional alloys, HEAs consist of at least five elements with equal or sim-
ilar atomic sizes. Since the mixing entropy of the alloys is maximized, they are called
high-entropy alloys (HEAs) [1]. HEAs have unique physical and chemical properties that
distinguish them from ordinary alloys. Moreover, hardness, high temperature strength,
fatigue, and tensile strength are their mechanical features. HEAs are the subject of particu-
lar attention because of their unusual properties, which largely depend on the selection
between three phases: solid solution (SS), inter-metallic compounds (IM), and mixed SS
and IM (SS + IM). Ye et al. [1] reported HEA phase formation, which introduced new de-
scriptors of the hardness and mechanical performance of HEAs at high temperatures. HEA
applications are in high-temperature refractory, low-density, and lightweight materials.
In another study performed by Risal et al. [2], six descriptors of HEAs were calculated
which included VEC, δ, ∆χ, ∆S, ∆H, and Tmelt. The five thermodynamic parameters were
input into the ML method in phase prediction. Feature selection was carried out in two
ways: by including individuals rated separately from others, and subset evaluation, which
eliminates irrelevant features through correlation methods [2].
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Since mankind has always attempted to discover new materials, the ML revolution in
the discovery of new materials with novel properties has led to its popularity in materials
science [3]. ML has been used in the prediction of new compositions of HEAs with
optimal properties [4]. An artificial neural network model has been proposed to predict the
evolution of the eutectic HEA compound phase and the properties of the materials that it
can stretch and deform. Eutectic HEAs are a homogeneous mixture of materials that melt
or freeze at a unit temperature and form crystals simultaneously [5,6]. The artificial neural
network method was used to identify a distinguished type of VEC, which is the agent
for the stability of HEA phases. The ML perspective is data-driven, which is clustering
and classification. Since the ML methods can learn, they can improve their accuracy in
the face of unseen data over time [7]. Hence, ML has been become one of the principal
technologies in materials informatics. The ML methods in phase prediction for HEAs are
a proper alternative in terms of accuracy to traditional predicting methods. Another ML
application is in metamaterials, the properties of which are not due to their chemistry, but
rather to their shape and structure [8].

Based on a study performed by Agarwal and Rao [9], the neuro-fuzzy interface system
was used to predict HEA phases by two types of inputs. The first one is elements of
composition, and the second one is HEA descriptors. The descriptors δ, ∆Hmix(kJ/mol),
Sc(kB per atom), ϕ, εRMS, and VEC provide good insights into phase formation.
Krishna et al. [10] reported six different ML algorithms to predict the multiphase of eutectic
HEAs which were considered the BCC and FCC phases in two different categories of solid
solutions and inter-metallic solid solutions. The authors of [11] proposed a new method
called MOFSocialNet. They created a social network based on a metal-organic framework
(MOF). SNA tools have been used to extract groups of chemical MOF compounds named
communities which have mostly similar functionalities. MOFs are different from HEAs in
terms of descriptors, elements, and functionality.

Based on another study conducted by Wen et al. [12], ML strategies were used to
identify useful HEAs. This model used ML methods to find high-hardness alloys, which
are feature-oriented. The ML method was trained to map between hardness and descriptors.

The strength efficiency at the desired temperature was predicted using the regression
method of random forest [13]. The model was used to select related HEA features and
eliminate irrelevant properties. Based on another study performed by [14], a model was
proposed to predict the solid solution strength or hardness of HEAs. It was based on ML fea-
ture selection and feature structures. The development of HEAs included phase formation
and microstructures, different descriptors, and multiscaling [15]. A deep-learning-based
model was proposed for HEA phase prediction, which optimized the hyper parameters
through the Bayesian technique [16]. Based on another study conducted by Yan et al. [17],
the gradient boosting model was proposed to determine a single-phase solid solution and
non-single phase solid solution alloys. The proposed method was used to discover new
metallic materials of HEAs. The correlation of experimental parameters while moving from
medium to high entropy with a solid solution phase was focused on [18].

In our previous study [19], HEA descriptors were utilized to construct an HEA interac-
tion network. Initially, HEA descriptors were investigated, and that each HEA composition
has its own phase. The HEA interaction network was created based on six descriptors,
including δ as atomic size difference, ∆Hmix(kJ/mol) as the mixing enthalpy, Sc as the
configurational entropy of mixing for the ideal solid solution, ϕ as a single dimensionless
thermodynamic parameter for designing HEAs, εRMS as the square root mean residual
strain, and VEC as the valence electron concentration of the alloys. The descriptors’ similar-
ity to a pair of compounds was calculated using content and structure similarity parameters.
Then, an interaction network between each pair of HEA compositions was constructed,
which was mapped to a social network graph. The strength of the relationship between the
two compounds was determined by the similarity value called weight, where a stronger
connection had greater weight. As ML methods are effective in social network analysis
(SNA), the proposed method can also be effective for phase prediction in HEAs. To the
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best of our knowledge, other studies have not used any HEA phase prediction based on an
HEA interaction network.

In this study, a new phase prediction method is presented for use when the phase of a
compound is unknown. The proposed approach first finds the position and connections of
the new compound in the HEA network. Then, it predicts the phase based on the nearest
neighbor in the network. The proposed approach is a graph-based k-nearest neighbor
(KNN) algorithm for phase prediction by supervised ML. The proposed method can predict
compound phases, which are used in new alloys and alloy structure design. Therefore,
accurate phase prediction plays an important role in the selection of a combination of
elements to form HEAs with desirable properties.

The rest of this study is organized as follows: The definition of notations, the HEA
interaction creation, and the process of the proposed approach using the graph-based KNN
algorithm for phase prediction are introduced in Section 2. In Section 3, the experimental
results are explained with an example of an unknown phase compound. Additionally, the
proposed approach is compared with other ML methods. Finally, Section 4 concludes and
outlines the future work to improve the proposed approach.

2. Materials and Methods
2.1. Theoretical Notation Definitions

Some required definitions and notations are given in the following.

• Social network graph. A social network can be mapped to the graph G(V, E), where
V is the node set and E is the edge set.

• Neighbors. A node u is a neighbor of node v in graph G = (V, E) if there is an edge
{u, v} ∈ E.

• HEA interaction network. The HEA compounds are nodes, and the interaction be-
tween two compounds are edges that are mapped into a social network [19].

• Target compound. The node considered for phase prediction in the HEA interaction
network is called the target compound.

• Voting. The HEA compound is classified by a plurality vote of its neighbors in the
KNN algorithm, with the HEA compound being assigned to the phase most common
among its k-nearest neighbor.

2.2. Proposed Method

Each graph consists of nodes and edges that form a social network. Each node can
be a member of the network that communicates with other members. This study used
the HEA interaction network that was created in our previous work. To construct the
HEA interaction network, the properties of each compound were first investigated, and
the content cosine similarity of each pair of descriptors was calculated via Equation (1).
Then, the structural Jaccard similarity of the descriptor of each compound was obtained via
Equation (2). The hybrid similarity criterion was created from the cosine content similarity
parameter and the Jacquard structural similarity parameter via Equation (3). The alpha
coefficient determined the effect of each similarity parameter on the hybrid similarity. The
similarity showed the weight between two compounds obtained from the hybrid similarity.
A threshold (Th) was then applied to the HEA interaction network which was obtained by
trial and error, and it eliminated weaker connections with less weight to obtain a network
with strong connections. Relationships between HEA compounds were interactions based
on hybrid similarity. Greater weight implied more similarities called strong connections.
Thus, in the built-in HEA interaction network, each node represented an HEA compound,
and their relationship was the hybrid similarity of the HEA compounds with each other [19].

content cosine similarity(x, y) = ∑i(xiyi)√
∑i x2

i ∑i y2
i

(1)
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structural Jaccard similarity
(
vi, vj

)
=

∣∣Ni ∩ Nj
∣∣∣∣Ni ∪ Nj
∣∣ (2)

Hybrid similarity = α

 ∑i(xiyi)√
∑i x2

i ∑i y2
i

+ (1− α)

(∣∣Ni ∩ Nj
∣∣∣∣Ni ∪ Nj
∣∣
)

(3)

where xi represents the ith descriptor of the first compound, and yi is the ith descriptor of the
second compound. Additionally, |Ni ∩ Nj| denotes the common features of the two com-
pounds, and |Ni ∪ Nj| are all the descriptors. The Ni is defined as Ni = {j | e(i, j) ≥ Th}
in the HEA interaction network.

We set Th = 0.98 for content cosine similarity to determine more similar descriptors.
The traditional KNN algorithm is a lazy algorithm that does not make any models

until the unseen data are imported. It uses the dataset to calculate the similarity between
new data and records in the dataset. Then, it predicts an unseen data label by voting the
most similar samples.

The novelty of this study is the HEA compound phase prediction via the graph-based
k-nearest neighbor (KNN) algorithm using the HEA interaction network. The proposed
approach first selects all the neighbors of each compound in the network. The compound
neighbors are described as

[
v1 v2 . . . vn

]T , where the compounds vis are sorted in a
descending order based on their weight with the target compound. Then, we used the k
first compounds of vis and predicted the target compound phase by plurality vote. Figure 1
illustrates the proposed approach. The proposed method uses the set of related descriptors
and creates an HEA interaction network based on the similarity between HEA compounds.
The same colors in Figure 1b indicate the extracted communities from the HEA network.
Figure 1c shows an extracted community as an example. Figure 1d illustrates the selection
of the most similar neighbors of the target compound for phase prediction. Finally, it
predicts the composition phase. The challenge considered is, if there are a compound’s
neighbors in the testing set, it cannot used for voting in phase prediction because its phase
is unknown due to their presence on the testing set. Therefore, to deal with this problem,
the proposed approach must consider a condition that if a neighbor exists in the testing set,
the proposed approach should increase the number of k for neighbors’ selection as long as
all the selected neighbors are from the training set.
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Figure 1. An example of the proposed method for phase prediction in HEAs. In Step (a), we extracted
the related features/descriptors from the HEA database, and then (b) created an interaction network
based on the similarities between HEAs. (c) In this examplem ZrHfTiCuNi alloy is considered as a
phase prediction sample, hence related community of this HEAs is extracted from the interaction
network. (d) The ZrHfTiCuNi has four neighbors; therefore, three of them were selected which are
highlighted in dark blue if k is three. (e) Finally, phase can be predicted by voting on neighbors’
labels as Amorphous for ZrHfTiCuNi.
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The dataset used in this study referred to Table 1 in [1] that the HEA interaction
network is made on [19]. This dataset contained 90 HEA compounds with seven descrip-
tors which were grouped into five phases including FCC, BCC, HCP, Multiphase, and
Amorphous. The descriptors included δ, ∆Hmix(kJ/mol), Sc(kB per atom), ϕ, εRMS, and
VEC, which expressed the atomic size difference, mixing enthalpy, configurational entropy,
thermodynamic, energy storage density, and valence electron concentration, respectively.

The compounds connected to the target compound are called neighbors. The number
of k was determined by the trial-and-error method. The number of k means the number
of neighbors that were selected for voting. Since the model was trained according to the
method described above, it predicted the phase.

2.3. Evaluation

The confusion matrix analyzes the expected number of phases. The confusion matrix
(CM) of size n x n related to a classifier shows the predicted and truth classification, where
n is the number of various classes [20]. The correct prediction rate was achieved using the
accuracy parameter from CM via Equation (4), as follows [21]:

Accuracy =
TP + TN

TP + TN + FP + FN
× 100% (4)

where the True Positive (TP) is the proportion of positive predictions that were correctly
classified; the True Negative (TN) is defined as the proportion of negative predictions that
were correctly identified; the False Positive (FP) is the proportion of positive predictions
that were incorrectly classified; and the False Negative (FN) is the proportion of negative
predictions that were incorrectly identified [21].

The proposed approach was evaluated using the k-fold random subsampling method
that randomly selected a testing set and a training set [22]. This method was repeated k
times. The learning function was for each training set. Notice that the training set and
testing set were independent, meaning both sets did not have any common compound [22].

3. Results and Discussion

The HEA interaction network was created using Gephi software version 0.9 based on
a Fruchterman Reingold layout, as shown in Figure 2. Each node in the HEA graph was a
HEA compound. Figure 2 shows a portion of the HEA interaction network in which some
connections were filtered for the clarity of the network presentation. As shown in Figure 2,
each node in the HEA network is displayed in a specific color and size. Nodes with the
same color placed in the same community are more similar. Using the communities in
the HEA network, the nearest neighbors of each node were determined. The size of the
node circle in Figure 2 indicates the number of connections for each compound to others.
Each node with more relations to its neighbors is illustrated by a larger circle. The gradient
color of each color for the edges in Figure 2 shows the strength of the connection. The
strong relations are indicated by darker and thicker lines. The degree of a node in an HEA
network is the number of connections it has to other nodes. The degree distribution is
the probability of the distribution of these degrees over the whole network. The degree
distribution shows the average connections of each node, which expresses the number of
neighbors of each node. The HEA network degree distribution is shown in Figure 3 and
was obtained at 8.212.

The KNN algorithm was applied to select the k-nearest neighbor algorithm in the HEA
network. Finally, the phase was predicted with high precision via plurality voting. The
value of k considered in this study was three, that is, three neighbors were used for phase
prediction. Figure 4 is a portion of the network that shows the target node in red and its
nearest neighbors in dark blue. It predicts the phase of the target node based on the nearest
neighbors. The relation between the KNN-based ML approach’s accuracy and the HEA
interaction network is finding the nearest neighbors in the network for phase prediction.
Figure 4 is an example. Suppose that a new compound is introduced that is not available in
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the dataset, and its phase is unknown. The phase prediction process is such that first, the
compound location is found in the interaction network to identify its connections with its
neighbors. Then, the phase is predicted by KNN-based analysis. Assume that ZrHfTiCuNi
in Figure 4 is a compound with an unknown phase. The compound ZrHfTiCuNi has
four neighbors which are listed as follows: ErTbDyNiAl by weight 0.8192, TiZrCuNiBe
by weight 0.9998, PdPtCuNiP by weight 0.8191, and ZrHfTiCuCo by weight 0.8498. The
node’s neighbors list is sorted in descending order of their connection weight. It selects
three of the nearest neighbors in dark blue. The proposed approach correctly predicts
the ZrHfTiCuNi phase as Amorphous. Figure 4 shows the stronger connections of each
compound with thicker lines, and the compound with the largest circle has more neighbors.
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The accuracy of 88.88% was achieved using the k-fold random subsampling method.
Model performance was used for 27 compounds in the testing set, of which, the phase of
18 compounds was correctly predicted, and 9 compounds were not correctly predicted
based on the confusion matrix.

The proposed approach predicts the phase of unseen data. It was compared with six
other methods, as shown in Figure 5. The Fast Large Margin model has one-fifth of the
accuracy of the proposed approach, which had the worst accuracy in phase prediction.
The Support Vector Machine (SVM) and Naïve Bayes model perform the prediction with
equal accuracy, which is about twice that of the Fast Large Margin model. The SVM
performed classification and regression in supervised learning. The Naïve Bayes Model is
conditional-probability-based. The phase prediction by the Logistic Regression model is
better than the Fast Large Margin model, the SVM, and the Naïve Bayes model. The Logistic
Regression model predicts about 50% less accurately than the proposed approach. The
Logistic Regression Model is proper for Boolean variables. The four mentioned methods
have less than half the accuracy of the proposed approach. The Random Forest model and
Generalized Linear model perform 11% and 19% less accurately than proposed approach.
The Generalized Linear Model is linear regression generalization for data that do not have
normal distribution. A regression is a hybrid learning method for the classification of
data that are too great in number for a decision tree. The structure of a decision tree for
learning time and classification is independent of the Random Forest model. The proposed
approach outperforms all of the other methods supremely. The comparison in Figure 5
shows the proposed approach has a higher accuracy as compared to the other methods.
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ilarity to the target compound for prediction; (iii) the learning performance of the proposed 
approach is comparable to other ML methods; (iv) finally, phases were predicted and val-
idated. The proposed approach is scalable on different datasets with accuracy preserva-
tion. Our future work will focus principally on raising the efficiency of the ML methods 
for HEA phase prediction and connection prediction. 

Author Contributions: Conceptualization, R.G.N.N.N., M.J. and M.H.; methodology, R.G.N.N.N., 
M.J. and M.H.; software, R.G.N.N.N., M.J. and M.H.; validation, R.G.N.N.N., M.J. and M.H.; formal 
analysis, R.G.N.N.N., M.J. and M.H.; investigation, R.G.N.N.N., M.J. and M.H.; resources, 
R.G.N.N.N., M.J. and M.H.; data curation, R.G.N.N.N., M.J. and M.H.; writing--original draft prep-
aration, R.G.N.N.N., M.J. and M.H.; writing—review and editing, R.G.N.N.N., M.J. and M.H.; visu-
alization, R.G.N.N.N., M.J. and M.H.; supervision, M.J.; project administration, M.J.; funding acqui-
sition, M.J. All authors have read and agreed to the published version of the manuscript. 

Funding: This research received no external funding. 

Institutional Review Board Statement: Institutional review board is not applicable to this study. 

Informed Consent Statement: Information consent was obtained from all subjects involved in the 
study. 

Data Availability Statement: Data availability is contained within the article. 

Acknowledgments: The authors acknowledge funding by Federal Ministry of Education and Re-
search of Germany for the project STREAM (“Semantische Repra ̈sentation, Vernetzung und Ku-
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4. Conclusions and Future Directions

In this study, ML methods using the HEA interaction network were improved for
phase prediction. A method presented in this study predicted the phase using the KNN
algorithm based on a graph. The proposed approach was compared with six other methods,
and the accuracy (88.88%) of the proposed approach was considerably higher than that of
the others. The phase prediction with the proposed method was about 11% and 19% more
accurate than the Generalized Linear model and Random Forest model, respectively. The
HEA compound design and feature selection has potential scope. The compound phase ex-
presses the state of matter that is affected in determining their application. The conclusions
are explained as follows: (i) the proposed approach employed the HEA interaction network
for phase prediction; (ii) neighbors with strong connections have more similarity to the
target compound for prediction; (iii) the learning performance of the proposed approach is
comparable to other ML methods; (iv) finally, phases were predicted and validated. The
proposed approach is scalable on different datasets with accuracy preservation. Our future
work will focus principally on raising the efficiency of the ML methods for HEA phase
prediction and connection prediction.
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