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Abstract

:

Understanding brain reactions to facial expressions can help in explaining emotion-processing and memory mechanisms. The purpose of this research is to examine the dynamics of electrical brain activity caused by visual emotional stimuli. The focus is on detecting changes in cognitive mechanisms produced by negative, positive, and neutral expressions on human faces. Three methods were used to study brain reactions: power spectral density, detrending moving average (DMA), and coherence analysis. Using electroencephalogram (EEG) recordings from 48 subjects while presenting facial image stimuli from the International Affective Picture System, the topographic representation of the evoked responses was acquired and evaluated to disclose the specific EEG-based activity patterns in the cortex. The theta and beta systems are two key cognitive systems of the brain that are activated differently on the basis of gender. The obtained results also demonstrate that the DMA method can provide information about the cortical networks’ functioning stability, so it can be coupled with more prevalent methods of EEG analysis.
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1. Introduction


The recognition and evaluation of human facial expressions are among the most evolutionary essential processes. Apart from that, this particular type of visual stimuli is characterized by a broad spectrum of attributes, rendering them a complex system of features for human perceptual processing. Recent studies emphasized that our ability to detect and process human faces arises from the interplay between inherited predisposition and acquired experience-based skills [1], both modulating our perception. Interestingly enough, three-month-old children do not show differential neural responses to fearful and neutral faces, regardless of gaze direction, which reflects the gradual development of discrimination abilities in the field of facial perception [2]. Consequently, the function of the human brain during facial processing is currently seen as a dynamic Bayesian-based system that percepts and processes sensory inputs and integrates them with previously formed templates.



Brain studies in humans have also shown that facial processing is modulated by the affective salience of faces, especially those with expressions of fear; however, other social cues are involved as well. Even though traditional models suggest facial expression and identity are processed in distinctive areas, the current findings highlight that emotion processing can have a strong influence on facial recognition and memory mechanisms [3].



When it comes to EEG data evaluation, several techniques of analysis are traditionally used to reveal distinctive aspects of neural oscillation. Among them, the power spectral density (PSD) algorithm highlights an increase or decrease in the power of the particular oscillation range that accompanies evoked response to a broad range of stimulus types, reflecting cortical activation processes [4,5]. Withal coherence allows for bringing up dynamic interactions between functional brain areas on the basis of distant signal synchronization processes while executing a specific task [6].



However, putting together the complete picture of induced neurodynamics requires not only oscillatory power and emergence synchronicity evaluation, but also the assessment of the temporal stability of the effective neural associations. That is why the study of the potential applications of nonlinear EEG analysis methods taking into account the nonstationarity of EEG time series is relevant and can also provide clues for investigating subtle mechanisms on the basis of the long-range fractal scaling properties of the signal.



Various scaling methods exist to quantify the fractal scaling properties of biomedical time series; the most commonly used method so far is detrended fluctuation analysis (DFA) [7]. Nevertheless, recent developments in scaling analysis techniques suggest that the DFA methodology possesses some crucial drawbacks that lead to the inaccurate estimation of the scaling properties of a signal [8]. A novel method of scaling analysis, detrended moving average (DMA) [9] analysis, was introduced, and its theoretical foundation was developed [10,11,12]. DMA has huge potential for identifying the long- and short-term correlations of the time series, and does not have all the drawbacks of DFA.



The DFA and DMA methods were both used in various applications in regard to EEG analysis, such as emotional specification from musical stimuli [13], the quantifying depth of anaesthesia [14,15], analyzing human sleep [16], and assessing human emotions [17]. However, in most of the cases, the nonlinear properties of EEG signals are described in a standalone manner or used as one of the features in training the machine-learning algorithms. So far, there has been no research jointly describing the relation between conventional measures in neurophysiology with the fractal scaling features of the EEG time series.



In this work, we aimed to combine the widely used methods of EEG data evaluation such as PSD and coherence with a detrending moving average algorithm fitted to highlight long-range spatiotemporal correlations within EEG data in order to display different neurophysiological aspects of visual perception. Thus, comparing the results provided by widely used methods of EEG data analysis with the results provided by the DMA algorithm, a mathematical apparatus that is new in the field of electrophysiological research was carried out. The data used for the analysis consisted of EEG-based short-term variations of neural oscillations corresponding to the perception of neutral facial expressions, which were primed by the faces of either positive or negative emotional valence.




2. Materials and Methods


2.1. Subjects and Data Collection


The study included data collected from 48 volunteers who were the students of Taras Shevchenko National University of Kyiv (29 females) aged 18–24 (Mean age = 21, SD = 1.76). The experimental design was approved by the Institutional Ethics Committee of the Educational and Scientific Center Institute of Biology and Medicine, Taras Shevchenko National University of Kyiv. Each of the participants received and filled out a written informed consent in accordance with the Declaration of Helsinki (Helsinki, Finland, June 1964), the Convention for the protection of Human Rights and Dignity of the Human Being with regard to the Application of Biology and Medicine: Convention on Human Rights and Biomedicine (Oviedo, 4 April 1997), and the Declaration of the Principles on Tolerance (28th session of the General Conference of UNESCO, Paris, 16 November 1995). The list of major exclusion criteria consisted of addictive behaviors, mentions of mental or neurological cases in the patient’s clinical history, the use of psychiatric medications, untreated vision impairments, and color blindness.



Both the image demonstration and EEG recordings were performed using the Neurocom electroencephalographic complex in conformity with a purposely designed template. The data acquisition was performed using 19 active recording channels applied to the scalp according to the international “10–20%” system.




2.2. Experiment Design


The stimulation material was organized into four 3 min long image sequences (2 emotional and 2 neutral), and each separate stimulus was demonstrated for 5 s. With the view to perform emotional priming, the image series were displayed as follows: each emotional array preceded a neutral one; the series with positive facial expressions was shown first to avoid emotional trace overlap. The experimental paradigm implied the following:




	
EEG recording while the subjects rest with closed and open eyes;



	
EEG recording during emotional stimuli perception (positive and negative facial expressions);



	
EEG recording during neutral stimuli perception, modulated by positive images (n1) and negative images (n2).








Stimuli were taken from the International Affective Pictures System (IAPS) [18] according to the average values of their emotional valence. Thus, the parameters of the stimuli were as follows:




	
neutral faces (M = 4.22, SD = 1.64 to M = 5.84, SD = 1.62);



	
positive faces (M = 6.94, SD = 1.42 to M = 8.03, SD = 1.13);



	
negative faces (M = 1.82, SD = 1.64 to M = 3.91, SD = 1.62).








The EEG data were subdivided into a range of sub-bands, allowing for evaluating the induced responses generated by the human cortex. Therefore, the decisive list of the EEG spectral ranges included the following constituents:




	
3.5–5.8 Hz (  θ 1  );



	
5.9–7.4 Hz (  θ 2  );



	
7.5–9.4 Hz (  α 1  );



	
9.5–10.7 Hz (  α 2  );



	
10.8–13.5 Hz (  α 3  );



	
13.6–25 Hz (  β 1  );



	
25.1–40 Hz (  β 2  ).








All the analytical techniques mentioned in this study were individually applied to each EEG sub-band.




2.3. Estimation of Power Spectral Density


Power spectral density (PSD) analysis is a widely used frequency-based method of EEG power distribution study [19]. In this work, PSD was calculated from EEG data during the processing of various visual stimuli. First, fast Fourier transform was computed and then squared to obtain the PSD estimate. The mean normalized PSD for every EEG channel in the frequency ranges mentioned above was determined by adding power values in a specific frequency range selected for further analysis. Lastly, the value of total powers in every range was divided by the total spectral power of the corresponding EEG channel.




2.4. Detrended Moving Average Analysis


The detrending moving average (DMA) method is used to estimate the scaling exponent of long-range correlated series [10], including EEG during cognitive workload [20]. The DMA algorithm is widely applied to evaluate the long- and short-term correlations of random time series, both one- and high-dimensional, in time and spatial domains [21].



DMA analysis consists of the following steps: First, the time series of each EEG channel are filtered using a 4-th order Butterworth band-pass filter with a pass band corresponding to the required frequency range described in the experiment design. The values of the cutoff frequencies were chosen directly from specified EEG bands:   θ 1   [3.5, 5.8],   θ 2   [5.9, 7.4],   α 1   [7.5, 9.4],   α 2   [9.5, 10.7],   α 3   [10.8, 13.5],   β 1   [13.6, 25],   β 2   [25.1, 40] Hz. As the second step, the Hilbert transform was applied to each filtered signal to obtain the analytic signal, and then the envelope was estimated as the absolute value of the analytic signal [22].



Afterwards, we integrated the transformed signal as follows:


  y  [ i ]   =   ∑  j = 1  i  x  [ j ]  ,  



(1)







In the next step, we calculated the fluctuation function   F ( s )   of the integrated series:


  F  ( s )   =     1 N   ∑  i = 1  N    y  [ i ]  −   y ˜   SG   ( m , s )    [ i ]   2    ,  



(2)




where    y ˜   SG   ( m , s )    represents the m-th order Savitzky–Golay smoothing filter [23] for   y [ i ]  , and s is window length of the Savitzky–Golay filter. In our approach, we used the fourth Savitzky–Golay filter that corresponded to the centered DMA [24].



A linear relationship on a double-logarithmic plot of   F ( s )   against scales s indicates the power-law scaling range. In this scaling range, fluctuations can be characterized by a scaling exponent  α . Scaling exponent  α  was derived from the slope of the linear part of the relation between   l o g ( F ( s ) )   against scales   l o g ( s )  , where the linear part was empirically chosen to fit the aim of the research for all the subjects with different types of stimulus. As a result, the values of scaling exponents were obtained for all channels in the defined frequency bands. Depending on its value, the meaning of the scaling exponent is interpreted as follows:




	
  α < 0.5  —long-range anticorrelated signal;



	
  α  =  0.5  —uncorrelated signal;



	
  α > 0.5  —long-range correlated signal;









2.5. Coherence Analysis


Coherence analysis is generally recognized as a standard metric for EEG data analysis. The coherence of EEG activity in different brain regions is used to measure the synchronicity of oscillations in two distinctive areas of the neocortex (namely, functional connectivity) for different functional states and processes [25], and emotions [26]. In the present study, coherence is used to indicate statistically significant similarity of neural source activity in a particular frequency range in two distinct cortical regions.



In this work, the coherence was calculated according to the following pipeline. The pairs of different EEG channels were chosen for every frequency sub-band, and the coherence was calculated [27] using the entire recordings. The validity of the coherence coefficient between pairs of electrodes was addressed by conducting surrogate data analysis [28]. The phase randomization technique was applied to obtain the surrogate of the EEG signal. For one of the EEG signals, the Fourier Transform was acquired, and then the random number from range   − π  … + π  was added to the phase of each harmonic component. Afterwards, the inverse Fourier transform was performed, and the coherence was calculated between one initial EEG signal and the surrogate EEG. Each pair of electrodes underwent 100 iterations of the procedure. The t-test (p < 0.05) was performed to define coherence coefficients, which differed significantly from the surrogate data. If the coefficient was significantly different, it was chosen for further analysis; otherwise, it was neglected. As a result, we obtained the valid EEG coherence values between the electrode pairs for every frequency range and pair of experiments.




2.6. Statistical Tests


The Wilcoxon and Mann–Whitney tests were used to perform statistical tests of significance for the PSD, DMA, and coherence parameters of EEG. These tests were selected to identify the channels, and frequency ranges were the median values of the analyzed parameters were different for the two experimental sets of EEG data (n1, n2). Through the Wilcoxon signed-rank test, two generalized n1/n2 trials without gender splitting were tested. The Mann–Whitney rank test was used to test female/male groups for the same set of trials.



Likewise, statistical tests were undertaken for DMA scaling exponents. If the median value of the scaling exponent for the n1 EEG signal was statistically distinct from that of the n2 one in a given channel, the significance was obtained for that channel. As all of the frequency bands chosen for this study were generated from the same EEG recording, it may be concluded that all of the frequency bands were evaluated together. Thus, the p-value correction was performed to eliminate the multiple-comparisons problem. To address this issue, p-values were corrected using the Holm–Sidak correction [29].



The schematic head figures with EEG channels were used to visualize the obtained results. On these figures, “>0” was assigned to the associated EEG channel if the difference between medians of the PSD and scaling exponents was larger than 0, “<0” was assigned if the difference was less than 0, and “0” was assigned if there were no significant differences between medians. All values associated with a particular color on the heat map facilitated result perception.



For coherence analysis, the same type of statistical analysis was applied. The visualization of the coherence statistical test was performed in the following manner: if the difference between medians was larger than zero, the red line connected two electrodes labels of the EEG channel; if the difference was less than zero, a blue line was assigned; and if the differences were not significant, no visual changes were applied to the head figure. The Wilcoxon test was used in situations where experiments were compared without gender division, but the Mann–Whitney test was used when gender division was present.





3. Results


To visualize the results, topographical head heat maps were used. The color bar represents the main features of signals obtained by normalization between the minimal and maximal values.



Therefore, the topographical plots represent the statistically significant differences in PSD values that are induced by distinctive types of visual stimulation. These data were also reflected within the head maps.



First, the analysis of power spectral density values reflected the neurodynamics related to the visual stimulus perception and processing when subjects were presented with emotional stimuli (Figure 1).



A comparison of the EEG data recorded during the demonstration of the first and second series of neutral images revealed the development of a well-defined focus of activation in the left anterior parietal cortical area within the   θ 2   sub-band when the subjects were processing neutral faces preceded by negative images (Figure 2).



At the same time, the comparative analysis between male and female subject groups highlighted some of the gender-specific differences in information processing that were primarily visible within the  β  EEG band. Thus, enhanced activation processes were located within the prefrontal and frontal cortical areas in the   β 2   sub-band. Apart from that, men also tended to have generally increased activation distributed among the majority of cortical regions in the   β 1   sub-band.



The analysis of coherence alterations in the paradigm of our study showed the expected generalized multiple connections within low and medium values (0.3–0.7) (Figure 3). The maximal number of connections was observed in the   θ 1  ,   θ 2  ,   α 1  , and   β 2   EEG sub-bands in the case of positive stimulus perception. Exposure to visual stimuli with negative emotional coloring was accompanied by a less pronounced generalization of distant EEG synchronization (a smaller number of functional connections in the neocortex), with the maximum represented in the   θ 1  ,   θ 2  , and   α 1   EEG bands. (Figure 3). Lastly, no dominant foci of connections were revealed in either positive or negative emotional stimuli.



Regarding the high values of coherence coefficients   ( 0.7 < K < 1 )  , it can be concluded that, during exposureto both emotional series, there was a central-right-sided association observed in the frontal, central, and parietal–posterior temporal zones within all EEG bands (Figure 3) In addition, there was a distant bilateral connection formed in the temporal and occipital regions within the   θ 1  ,   θ 2  , and   α 1   sub-bands.



Moreover, coherence topography appeared to be similar in the two emotional series. However, positive facial perception induced an additional left-hemispheric posterior–frontal–temporal association (F7–T3–T5) in the   θ 1  ,   θ 2  , and   α 1   sub-bands alongside a symmetrical network of connections in the right hemisphere (F8–T4–T6) in the  θ -band. The perception of negative stimuli was accompanied by the chain of distant connections described above, complemented by frontotemporal relations in the right hemisphere within the   α 1   sub-band, and posterior temporal connections in the   α 2   and   α 3   bands of oscillations. Lastly, the left hemisphere’s rear frontal and temporal cortical areas were interconnected within   α 2   EEG sub-bands (Figure 3).



Likewise, the topography of distant coherent connections distribution   ( 0 < K < 1 )   during both neutral emotion-primed series perception appeared to be generally similar to the one observed in the case of emotional stimulus processing. Moreover, the composition of connections was almost identical for the groups of low-, middle-, and high-coherence levels (Figure 4).



Nonetheless, several differences were observed for the group with high coherence levels   ( 0.7 < K < 1 )  . The perception of neutral faces modulated by negative stimuli, compared to the series of positive-primed ones, was characterized by the absence of the left hemispheric connection within frontocentral (F3–C3) cortical areas in the   θ 1   sub-band and the right hemispheric temporocentral (C4–T4) relation in   θ 2   (Figure 4). In addition, there was an interaction between the left posterior-temporal and parietal regions (T5–P3) observed in the   α 3   EEG sub-band during the perception of neutral stimuli preceded by negative ones (Figure 4). Otherwise, no significant differences were revealed in the topography of distant EEG-synchronization distribution.



Furthermore, the analysis of the topographical distribution of distant connections in our study from the gender perspective showed a general decrease in connection strength   ( K < 0.7 )   throughout the consequent stages of the experiment. Moreover, in almost all cases, changes in coherence levels were mainly located in the orbitofrontal cortex and precentral areas cortical areas   ( F 3 ; F z ; C 3 ; C z ; C 4 )   within the right hemisphere in almost all EEG ranges (Figure 5). At the same time, a differential effect of the presented facial valence on the topography and the number of distant connections were observed. For instance, the second series of neutral faces processing was characterized by fewer coherent connections than the first neutral series was. On the other hand, the demonstration of emotional faces was associated with increased functional connections, especially when the subjects were presented with positive stimuli. In addition, enhanced coherence levels were observed in the female group within the   β 2   sub-band during all types of experimental stimulation. For instance, positive stimuli elicited the emergence of symmetrical connections between the left central   ( C 3 )   and posterior frontal areas   ( F 7 ; F 8 )    ( K < 0.5 )  , while the presentation of negative faces resulted in left hemispheric temporal association (T3–T5)   ( K > 0.7 )  . In the case of neutral stimulus processing, connections within the left frontal area   F p  1–  F z   (in n1 series) and   F p  1–F3 (in n2 series) were observed   ( K < 0.7 )  . Lastly, the values of the coherence coefficient were generally higher   ( 0.5 < K < 0.7 )   for bands of low-frequency EEG oscillations   (  θ 1  ,  θ 2  ;  α 1  )  , and lower   ( K < 0.5 )   for high-frequency oscillations   (  α 3  ;  β 1  ,  β 2  )   (Figure 5).



At the average DMA analysis level, no statistically significant differences were obtained for the trials with emotional stimuli (Figure 6).



Interestingly, the DMA algorithm results marked the tendencies mentioned above on the intergroup level from a slightly different perspective. In this case, the male group showed an occipitoparietal activation region within the   β 1   EEG sub-band while processing neutral images preceded by both positive and negative emotional stimuli. This fact once again stands for the general activation of the cognitive beta network. At the same time, the female group was characterized by an extensive network of connections among the temporal, central, and frontal regions in the   α 3   sub-band when neutral faces were presented after the negative ones.



At the general level, DMA analysis displayed areas of statically significant connections in the left temporal and frontal cortex when subjects were exposed to neutral facial expressions after the positive series (Figure 7).




4. Discussion


Regarding the PSD results, the involvement of left parietal cortical regions might represent the effect of negative emotional priming on association and verbalization-related neurodynamics, while a positive background enhances memorization [30]. The prefrontofrontal locus of activation in   β 1   might highlight the increase in emotional regulation, internal attention, and verbalization in the male group [31]. In comparison, the generalized enhanced activation within the   β 1   sub-band in the male group can be seen as evidence of expanded spatial-attention-related processes in the visual domain.



In general, obtained results correspond to current accumulated data. They indicate a greater reactivity of the high-frequency part of the EEG spectral parameters, especially in response to the negative modality of demonstrated faces. Apart from that, emphasis was placed on the high significance of the theta EEG oscillations in the anterior cortical areas alongside high-frequency bands in the temporal, parietal and occipital regions (presumably including the fusiform gyrus), which play a crucial role in the mechanisms of facial perception and processing [32,33,34].



Unlike the PSD algorithm, the use of coherence analysis, being indicative of the oscillatory processes synchronicity in different cortical areas, allowed for identifying even subtler information exchange in the brain under the conditions of our examination. Thus, it was possible to show the functional correlation of the topographically distinct cortical regions during the perception of emotional faces. However, in contrast to the available data in the literature [33], we observed coherence alterations in almost all EEG bands, generally over all cortical regions, especially in the middle range of coherence coefficient values, which seems entirely consistent, taking into account modern concepts regarding the complex nature of mechanisms underlying the perception of human faces, especially with a different emotional modality. The introduction of a separate analytical technique for the functional connectivity assessment at high coherence levels   ( K > 0.7 )   allowed for identifying an area with a changing rate of excitability depending on emotional modality. We observed the formation of a correlation hub in the prefrontal region (including the temporal and parietal areas, which are seen as the projections of the amygdala and cingular cortex). This finding highlights the role of this cerebral region in terms of sensory signal processing, cognitive behavioral strategy setting, decision making, and, more importantly, the actualization of attention processes. It turned out that increased reactivity to negative facial expressions also radiates its effect on the perception of neutral faces in the case of emotional priming.



The introduction of the gender parameter into the analysis also allowed for showing the locus of distant coherence changes at the group level. It was revealed that gender differences appear to be manifested in all experimental sessions. In this instance, the main hub of interest included coherent coupling between the prefrontal and anterior parietal regions in the left hemisphere, and these functional associations were less prominent in the female group. In addition, the general decrease in coherent connections during the perception of positive images is much more topographically expressed, indicating a more activating component of negative perception. The observation that image perception is accompanied by changes in functional association mainly in the left hemisphere may be due to the fact cortical areas of this hemisphere are involved in the categorical (semantic) analysis of information, which is a necessary stage of perception.



Notably, the only EEG range where coherence coefficient levels were significantly high in the female group was the   β 2   sub-band. Within this oscillatory range, we detected a functional association between the anterior temporal and posterior frontal regions of both hemispheres, and the vertex, which might indicate the activation of working memory mechanisms during perceptual task execution [35].



The tendencies brought up by the DMA-based analysis corresponded to the PSD results. The activation region within the temporofrontal area in the left hemisphere might reflect the remaining positive experience trail alongside the intensification of inner attention mechanisms [36] and working memory activation traces against the background of positive emotional experience. The occipitoparietal area of coherent coupling in the male group might support the general activation of the cognitive beta network (neocortical mechanisms). At the same time, the pronounced pattern of coherent associations in the female group within the   α 3   sub-band might represent not only the specific activation of working memory mechanisms, but also the lack of the downstream control and suppressive function of attention upon emotions and mental imagery and semantic activations [37,38]. Lastly, generally enhanced levels of the DMA coefficient were observed in the central parietal cortical area and supposedly the fusiform gyrus, which are known for their role in facial perception and recognition [32,33].



Lastly, in the framework of this work, we proceeded from notions of the physiological and functional heterogeneity of the brain’s rhythmic activity. In the context of this paradigm, all EEG bands can be divided into sub-bands, which allows for studying the mechanisms of cognitive functioning more subtly. For instance, strong evidence exists that the  θ  EEG band has a heterogeneous physical and functional structure. However, at present, most authors analyze the range as a whole (4–7.5 Hz), focusing separately on changes in its individual sub-bands depending on the current functional state of the brain [39,40].



At the same time, there are several studies in which the  θ  band of oscillations is primordially divided into two sub-bands associated with the activation of the emotion- and memory-related mechanisms, respectively [41,42,43].



In the context of this work, we expected to highlight the prognostic significance of dividing the  θ  range into two sub-bands under the conditions of using various types of EEG analysis. Our results show the legitimacy of separating the theta range into at least two subranges (Figure 2, Figure 3, Figure 4, Figure 5, Figure 6 and Figure 7) that indicate different cognitive response mechanisms.



The same opinion ambiguity is seen when it comes to  α  band analysis. We built our study on the research evidence, which suggests functional variety in the  α  EEG band. Therefore,   α 1  —(8–9 Hz) is considered to play an inherent role as a correlate of memory processes;   α 2  —(10–11 Hz) is connected to the attention phenomenon; and   α 3  —(12–13 Hz) is associated with the processes of inner speech and logical thinking [44,45,46,47].



The study of brain dynamics, taking into account frequency sub-bands, can provide nontrivial information about neural networks functioning during mental and cognitive activation, especially when using modern nonlinear analytical algorithms.




5. Conclusions


The current study emphasized different aspects of facial perception and processing neurodynamics using methods of particular traits of EEG signals: power spectral distribution, coherence, and long-range DMA-derived connections. The main gender-specific difference consisted in the activation of the two major systems of cognitive function, namely, emotional limbic-associated (theta system) and cognitive cortical-associated (beta system). We can conclude that the DMA algorithm is suitable for oscillatory stability evaluation, which is particularly important considering the topographical overlap established by all three analytical algorithms. Thus, it can be combined with more common methods of EEG data analysis, such as PSD and coherence, to form a more complete picture of cortical functioning.
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Figure 1. Topographic distribution of PSD values during the perception of positive and negative faces. 
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Figure 2. Topographic distribution (A) and regions of statistically significant differences (B) in PSD values during perception of neutral faces, which were preceded by positive (n1) and negative (n2) faces. 
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Figure 3. Topographical maps of coherent connections of different strength (red—  0.3 < K < 0.5  , blue—  0.5 < K < 0.7  , black—  0.7 < K < 1.0  ) within EEG sub-bands during emotional facial perception: reaction to positive faces (A), reaction to negative faces (B). 
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Figure 4. Topographical maps of coherent connections of different strength (red—  0.3 < K < 0.5  , blue—  0.5 < K < 0.7  , black—  0.7 < K < 1.0  ) within EEG sub-bands during emotional facial perception: reaction to the first set of neutral faces after positive faces (A); reaction to the second set of neutral faces after negative faces (B). 






Figure 4. Topographical maps of coherent connections of different strength (red—  0.3 < K < 0.5  , blue—  0.5 < K < 0.7  , black—  0.7 < K < 1.0  ) within EEG sub-bands during emotional facial perception: reaction to the first set of neutral faces after positive faces (A); reaction to the second set of neutral faces after negative faces (B).
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Figure 5. Topographical distribution of statistically significant coherent connection differences. (A) n1 (f)/ n1(m). (B) n2(f)/n2(m). (C) neg (f)/ neg (m). (D) pos (f)/ pos (m). Red line—the difference between medians is larger than zero; blue line—the difference is less than zero; no line—there is no significant differences. 
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Figure 6. Topographical distribution of DMA scaling exponent values. 
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Figure 7. Topographical distribution (A) and regions of statistically significant differences (B) in DMA scaling exponent values. 






Figure 7. Topographical distribution (A) and regions of statistically significant differences (B) in DMA scaling exponent values.



[image: Applsci 12 07849 g007]













	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file13.jpg





media/file4.png
nl - first series of neutral images after positive

nl/n2

al a2 a3 Bl
YAN
Pl Fp
F3 Fz F4

AN
pl Fp
F3 Fz F4 ©O

AN
Pl Fp

N\
pl Fp
7 F3 F; F4

AN
pl Fp
F3 Fz F4

F8 -7 -7 7

7 F8

F3 Fz F4

3 Pz
5 P3 Pz p4 T6
01 02

3 Pz
T5 P3 P4 T
01 02

3 Pz
- P3 P4T

3 Pz
I5 5 3 P4T

3 Pz
T5 53 P4T

JI5

N
pl Fp
F3 Fz F4

7

>0

<0





nav.xhtml


  applsci-12-07849


  
    		
      applsci-12-07849
    


  




  





media/file2.png
pos - positive faces

a2






media/file5.jpg
positive faces (pos)

BEEESSE

e pA pide ol
%¢,J' w &:J‘ fer oo

negative faces (neg)
o o @ a @ n ”

gnam g gegmgegn g s s






media/file3.jpg
Q@Q@@OCE






media/file1.jpg
@eoooo@i






media/file7.jpg
first series of neatral images ater positve (n1)

@ @ @ @ @ n n
A
9 v v
R o e g g

R SR PR SR S
A g e Gy ) .r-ﬁtm "o
econd s el agesar et 121
it ,W,,

@ @ @ @

s e g
P e
e ks (4
i
2 o
o g g o

s Ll rZiin rSifin rEle riile
w_ﬁm WE‘M R






media/file10.png
nl(f)-n1{m) n2(f)-n2(m)

o1 62 al a2 a3 Bl B2 o1 062 al a2 a3 Bl B2
A LOW B LOW
0.3-0.5 0.3-0.5

.Fpl .Fp2 .Fpl .FpZ .Fpl .FpZ .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 Fpl .Fp2 Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .FpZ Fpl .FpZ .Fpl .FpZ Fpl .Fp2
.F7.F3.Fz.F4.F8 .F7.F3.F2.F4.F8 .F7.F3.FZ.F4.F8 .F7.F3 FZ.F4.F8 .F7.F3 FZ.F4.F8 .F7.F3 FZ.F4‘F8 .F7.RFZ.F4‘F8 .F7.F3.FZ.F4‘F8 .F7.F3.Fz.F4‘F8 .F7.F3.Fz.F4.F8 .F7.F3 FZ.F4.F8 .F7.F3 FZ.F4.F8 .F7.F3 FZ.F4.F8 .F7F3 FZ.F4.F8

C3e Cz C4 C3,Cz C4 C3,Cz C4 AC4 %CZ C4 %CZ C4 C3,C2 C4 C3,Cz C4 C3,Cz C4 C3,Cz C4 CS&CAL C3}&C4 CSKCAL C3e C4
T3. T4 .T3. [ ) .T4 .TS. (-2 ) .T4 .T3 ) .T4 .TS o "o .T4 .T3 o "o .T4 .T3. () T4 .T3. o "o .T4 .T3. e "o .T4 .T3. o "o .T4 .T3. T4 .T3. T4 .T3. T4 .T3. T4

Pz Pz Pz Z, Pz Pz Pz Pz Pz Pz Pz Pz Pz, Pz
T!P% Of;ziTﬁ T!Pgl Bf;iTG T!Pgl g;iTG .T!Pgl Bf;iTG .TDPgl :)E;iTG .T!Pgl :)E;iTG P:‘ OZiTG .T!Pgl :f;iTG .T!Pgl BF;iTG .T!Pgl Bf;iTG P% OP;iTG P% Of;ziTG P% OE;%TG P% Of;ziTG
To [ (S [Sa™) [C ) e o Oly e o e o e e Olg Olg Tof Ole

MIDDLE MIDDLE
0.5-0.7 0.5-0.7
.Fpl .Fp2 .Fpl .Fp2 .Fpl .FpZ .Fpl .FpZ .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2
.F7.F3 FZ.F4.F8 .F7 F3 Fz F4.F8 .F7 F3 Fz F4.F8 .F7 F3 FZ F4.F8 .F7 F3 FZ F4.F8 .F7 F3 FZ F4‘F8 .F7 F3 FZ F4‘F8 .F7 F3 Fz F4‘F8 .F7 F3 Fz F4‘F8 .F7 F3 Fz F4.F8 .F7 F3 FZ F4.F8 .F7 F3 FZ F4‘F8 .F7 F3 FZ F4.F8 .F7 F3 FZ.F4.F8
T3 7365260 e T3 361 eCh Ta T3 C4 T4 1307365260 T4 T3 603657604 T4 T3 oC3 CZ.C4 oT4 T3eC365%60% e T3 6C36TMNCA T4 36036 M0t T4 T3 6536 MC (T4 T3 6C365%6C4 T4 T3 6036764 T4 130736 726%4 (T4 T3 6C36%4oC4 T4
Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz
a7 OI;TB R OE;TQS .TDP% OE;TG Jste OE;TG Js°e ‘E;TG P% P4 P% E; TDP% E; P% E; P% P; P3 f; P‘ P; P‘ E; P% E;
.01.0 .Ol.O .Ol.O .Ol.O .Ol.O . . .
HIGH HIGH
0.7-1.0 0.7-1.0
.Fpl .Fp2 .Fpl .FpZ .Fpl .FpZ .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .FpZ .Fpl .FpZ .Fpl .FpZ .Fpl .Fp2

.F7.F 3.FZ.F4.F8 .F7.F 3.FZ.F4.F8 .F7.F 3.1: Z.F4.F8 .F7.F 3.FZ .F4.F8 .F 7.F 3.FZ.F4‘F8 .F7.F 3.FZ.F4‘F8 .F 7.1: 3.FZ.F4'F8 .F7.F 3.FZ.F4‘F8 .F 7.1: 3.FZ.F4'F8 .F 7.F 3.FZ.F4.F8 .F7.F 3.FZ.F4‘F8 .F7.F 3.FZ.F4‘F8 .F7.F 3.FZ.F4.F8 .F7.F 3.F Z.F4.F8

C3C2 oC4 C3,Cz C4 C3,Cz C4 C3,Cz C4 C3,Cz C4 C3,Cz C4 C3,Cz _C4 C3,Cz _C4 C3,Cz _C4 C3,Cz C4 C3,Cz C4 C3,Cz _C4 C3,Cz C4 C3,C2 oC4
T30 old T30 70 0% T4 T30 "0 0" T4 T30 “0 "0 " T4 T3e ~0 "0 " T4 T30 ~0 "0 " T4 T30 ~0 "0 T4  T3e ~0 “0"" T4 T30 ~0 "0 " T4 T30 "0 “0-" T4 T30 "0 "0 " T4 T3e -0 “0°* T4 T30 -0 "0~ T4 T3e ~0 ol%

PZ Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz
TDP% Of;ziTﬁ Tspgl Bf;ziTG TDPgl g;iTG TDP(?I B?TG TDPgl :)E:iTG TDP(?I :f;iTG P:‘ OP;iTG .TDP(?I :)E;iTG T!Pgl (.)F;iTG TDP(?1 (.)I:iTG TDPgl (.)I:iTG TDPgl (.)I;iTG TDPgl (.)E;iTG P% OE;:TG
lo [Saa) [Sa) [Sr™) e e e o Olg e e e o e o ) [Caa) e’e Olg

neg(f)-neg(m) pos(f)-pos(m)
01 62 al a2 a3 Bl B2 o1 92 al a2 a3 B1 B2
C Low D LOW
0.3-0.5 0.3-0.5
.Fpl .Fp2 .Fpl .Fp2 .Fpl .FpZ .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .FpZ
.F7.F3.F2.F4.F8 .F7.F3.F2.F4.F8 .F7 F3.F2.F4.F8 .F7 F3 FZ.F4.F8 .F7.F3 FZ.F4.F8 .F7.F3 FZ.F4'F8 .F7.F3.FZ.F4.F8 .F7.F3.F2.F4'F8 .F7.F3.FZ.F4.F8 .F7.F3.FZ F4.F8 .F7 F3 Fz F4.F8 .F7 F3 Fz F4.F8 .F7 F3 FZ F4.F8 F7 F3.FZ.F F8
oT3 00360260 T4 13673657604 (T4 T3 67365004 (T4 T3 6530 MC% T4 T3 .C3>\C4 oJT4 T3 .C3%\C4 oT4 oT307365%6Ch T4 1360367260 T4 1360360760 (T4 1360367604 (T4 T3 of30 M0t (T4 T3 #36 NCE T4 T3 60367604 T4 T34 o€t Ta
Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz 7, Pz
.T!P%1 (.)]ZiTG .TDP%l (.)}ZiTG .TDP%I (.)P;iTG .TDP%I BI;iTG .T!P%l aziTG P% OI;iTG .TDP% OI::TG .T!P%l :)I;iTG .T!P%I :)I—;iTG .TDP%1 OI;iTG P% OI;iTG P% OI;iTG .T!P:;l O]ZiTG .TDP:‘l (.)}ZiTG
o°l¢ o°le oOlo o2lo oOlo Olg Te SRR o2lo o2lo Olg Olg o°l¢ PSRN
MIDDLE MIDDLE
0.5-0.7 0.5-0.7
oFP1 oFp2 oF Pl oFp2 oFP1 oFP2 oF P oFP2 oFP1 oFp2 oFP1 oFp2 oFP1 oFp2 oFP1 oFp2 oFP1 oFp2 ofP1 oFp2 ofP1 oFp2 oF BT oFp2 oFP1 oFp2 Fpl Fp2
oF 7 oF3 7o 46t 8  oF 1 oF3 FzgFlel®  of /oF3 Fzgflel®  of /oF3 Fzgfel®  of /oF3 Frgfler 0  of /o3 FagFdef®  of /oF3 FzoFlef® 7 F3 Fz FielS  oF / F3 Fz Fe® F3_FzFdet® F3 FzoFfde®  oF 7 F3 FrgFdo™™  oF /0F3 FzFde'®  of / (F3 FzoFdel®
o3 .C3}’\.C4 oT4 T3 .03}\04 oT4 oT3 A@; oT4 oT3 .C3oCZ.C4 o4 oT3 .C3.CZ.C4 oT4 T3 .C3.CZ.C4 oT4 T3 673657 ¢C4 T4 I/b\o; oT4 T3 L/bxm oT4 T3 L/I}’\C‘l oT4 T3 NCZ C4 4T (T3 .C3ICZ C4 Ta 13 M C7gC4 T4 T3 C3.CZ.C4 oT4
Pz Pz, Pz Pz Pz Pz Pz Pz Pz Pz, Pz, Pz, Pz Pz,
.T! Po OP;TG .TDP%l BP;TG o % P;TG % P;TG % P;TG % P;TG .T9P31 (')P;TG o % P4T6 oT® 31 OP;TG oI %1 OP;TG % P4 T!P%l al;‘i"rﬁ % P4T6 % P;TG
To o°le o2l¢ o2lo o2l o°l¢ Te0
HIGH HIGH
0.7-1.0 0.7-1.0
.Fpl .Fp2 .Fpl .Fp2 .Fpl .FpZ .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 Fpl F 2 Fpl F 2 Fpl F 2 Fpl Fp2

7 F3 Fz.F4.F8 oF 7 F3 oFZ oF4eF  oF 7 F3 oFZ oFder8  of 7 F3 o F7 oFder8  oF 7 F3 oF7 FleF8  oF 7 F3 oF7 FeF8  oF 7 F3 oF7 oFdel8 .F7.F3.Fz F4oF8  oF7 F3 oF7 oF4eF8  oF 7 F3 oF7 F4eF8  oF 7 F3 Fz SF4e™®  oF7 F3 oF7 oF4e™8  oF7 F3 oF7 oFde™8  oF7 F3 o F2 oFdel®

oT3 6C36°%6C4 (T4 13 6C367%e04 (T4 (13 6C367%60% (T4 136C26%%6%% (T4 13 603052674 T4 (13603052604 T4 (13603652604 T4 T3 653672604 (T4 T3 63602604 (T4 (T3 63602604 (T4 (T3 603672604 (T4 (13 6C%6 264 (T4 (13 6C36%260% (T4 (13 6736%% 604 (T4

]

Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz Pz, Pz, Pz Pz
T!P% .P4T6 TDP% .P4T6 T!P% .P4T6 \T!P% .P4T6 TDP% .P4T6 T!P% .P4T6 TDP% 1D4T6 P% 134T6 P% 1D4T6 P% P4T6 P% P4T6 P% P4T6 P% P4T6 P% P4T6
.O .02. ° 01.02' e 01.02' 01.02' ° 01.02' ° .01.02' .02. .02' .02. .02. .02. .02' .02. .02'





media/file12.png
pos - positive faces A.U.

0.6





media/file9.jpg
AR R N BN
Rt

AR R AR R R R R R

B e oS el e ol
(R e o

feise e s i e sy e e s o :x”.", s
o g L

S R S R S e R
fose de s ot Edna o

I R R R






media/file0.png





media/file14.png
nl - first series of neutral images after positive

62 a?

3 C3 Gz C4 4
3 Pz

s P3 P4 T6

NQl 02~

a2

nl/n2

0.8

0.7

0.8

0.7

0.6

3 Pz p4
P3 T
01 02

3 Pz p4
P3 T
0l 02

3 Pz p4
P3 T
0ol 02

3 Pz p4
P3 T
01 02

3 Pz p4
P3 T
0l 02

5 5 5 JI5 5

n1(f)/nl(m)

3 Pz p4
P3 T
0l 02

3 Pz p4
P3 T

3 Pz p4
P3 T

3 Pz pg
P3 T

3 Pz p4
P3 T
0Ol 02

5 5 5 5 5

01 62 al

AN
Pl Fp

A
pl Fp
7 F3 fp F4 O

AN
pl Fp






media/file8.png
first series of neutral images after positive (nl)
al a2 a3 Bl B2

7 B,
N > 27

> A4V 0 o

".a‘f ‘
e AN el

Fpl Fp2 Fpl Fp2 .Fpl .Fp2
/]

@vé / M F7 F3 pz Fael®
XKLL\, [NXI

N

\ 01/

.
Bl
NI

T4 lg

1)

.Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2
F7 E3 FzoF4e'0  of / 3 Fzo Fdel S of / E3 EzoF4e'® of 'oE3 FzoF4e S of / F3 EzeFde’ o
ClaSZoCh T4 T3 oldelleCt T4 T3 okdeloC? T4 T3 olideseCt T4 T3 oldesleCt T4
Pz p4 Pz p4 Pz p4 Pz p4 Pz p4

A N N A A
o 0

(]
.01.0 .01.02. .01.02.

second series of neutral images after negative (n2)
al a2 a3 Bl B2

2
s
Py
A\

DN C7

= O’
N
CRAEH
(e AN

F

O,

‘Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2

F8 .F7 F3 Fz F4.F8 .F7 F3 Fz F4.F8 .F7 F3 Fz F4.F8 .F7.F3 FZ F4.F8
T4 T3 oS205ZeCt T4 T3 oSB0SZeC4 T4 o3 oS2eSZoC4 oT4 T3 oSSz C4 oJT4

Pz Pz Pz Pz
1 o4 6 1 P 9 .T 1 E;TG .T 1 P;TG
.O .O .O .O .O .O .O .O






media/file11.jpg
CEEY

.........

OQQO@OO






media/file6.png
positive faces (pos)

: e
XL

RS

NAXBY

NI

I/ NDENA

‘Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2
F7 13 Fz FAoF8  oF 7 3 By FioF8  oF7 B3 Tz FAgF8  oF 7 F3 Bz FioF8  oF7 E3 Fy FieF®
T4 T3 oSidoSio’t T4 T3 oSideSZeCt T4 T3 oSdosZeCt T4 T3 oSidoSZeCt T4
Pz Pz Pz Pz
A O A N e s

.Ol.O .01.02. .01.02. .01.02.

negative faces (neq)

£

NG

.Fpl .Fp2
F7 F8
E3 Fz lF4

.Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2 .Fpl .Fp2
F7 g3 FZ F4.F8 .F7 F3 Fz F4.F8 .F7 F3 Fz F4.F8 .F7.F3.FZ.F4.F8

3 odonloCt T4 T3 oloSZeCt T4 T3 oldeSZeC? T4 T3 oldesieC? T4
Pz Pz Pz Pz
Pl N\rolEorfe © odBRPrg C oRalaPing
e o

(¢]
.Ol.O .01.02. .01.02.






