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Abstract: Named entity recognition has achieved remarkable success on benchmarks with high-
quality manual annotations. Such annotations are labor-intensive and time-consuming, thus un-
available in real-world scenarios. An emerging interest is to generate low-cost but noisy labels via
distant supervision, hence noisy label learning algorithms are in demand. In this paper, a unified
self-adaptive learning framework termed Self-Adaptive Label cOrrection (SALO) is proposed. SALO
adaptively performs a label correction process, both in an implicit and an explicit manners, turning
noisy labels into correct ones, thus benefiting model training. The experimental results on four
benchmark datasets demonstrated the superiority of SALO over the state-of-the-art distantly super-
vised methods. Moreover, a better version of noisy labels by ensembling several semantic matching
methods was built. Experiments were carried out and consistent improvements were observed,
validating the generalization of the proposed SALO.

Keywords: named entity recognition; noisy label learning; label correction; distant supervision

1. Introduction

Named Entity Recognition (NER) aims to detect and classify Named Entities (NEs)
mentioned in unstructured text into predefined categories, such as location, person, or-
ganization, etc. It is a foundational task in Natural Language Processing (NLP) and can
benefit many downstream tasks, e.g., relation extraction, event extraction and question
answering systems. The prevalence of deep neural networks has greatly advanced the
research in NER [1–4]. Such success can be largely attributed to the large amounts of data
with high-quality manual annotations. In practice, such annotations are expensive or even
infeasible. On the contrary, with the help of a knowledge base (e.g., Wikidata [5] and
Yago [6]), training labels can be automatically generated [7]. Nevertheless, they inevitably
involve noisy labels, as illustrated in Figure 1. Unfortunately, the strong memorization
power of deep neural networks makes them susceptible to the presence of noisy labels and
overfitted to corrupted labels [8], leading to poor generalization. Even popular regulariza-
tion techniques, such as data augmentation [9], weight decay [10], dropout [11] and batch
normalization [12], fail to narrow the gap in performance between fully supervised and
distantly supervised NER models.

Attempts have been made in designing noisy label learning algorithms for distantly
supervised NER [13–15]. These methods alleviated the negative effect of noisy labels
by discarding or reweighting mislabeled training data, but failed to fully exploit useful
information from the mislabeled data. As the noisy label learning study [16] proved,
a classifier trained on noisy labels has the ability to identify whether a label has been
corrupted. As another proof of this study, they verify that leveraging a simple label-
correction algorithm has a guaranteed success rate and recovers the correct labels of
mislabeled data with high probability. Hence, this work explores how to better utilize
mislabeled data by introducing label correction for distantly supervised NER.
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0.  Scott  Russell   (  United States   )  Suzuki
O  B-PER I-PER    O B-LOC I-LOC  O     O

Sentence:
Gold Labels:

O  B-PER I-PER    O     O     B-PER  O     ONoisy Labels:

Scott Russell United StatesKB Entities:
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Sentence:
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Figure 1. Two types of noisy labels exist in the current distant NER datasets (CoNLL03). (1) Category
error: the exact label (a none type entity and a PERSON type entity) for the mention United States is
wrong. (2) Span error: the mention Mark Roe is wrongly linked to Roe instead of Mark_Roe.

In this work, a unified self-adaptive learning framework termed SALO (Self-Adaptive
Label cOrrection) is proposed that can dynamically detect corrupted labels and progres-
sively correct them. SALO consists of three key components: implicit noise denoising, a
noisy label detector and a pseudolabel estimator. Implicit noise denoising is devised to
produce the supervision signals in each training step. A labeled token selection strategy
is introduced with denoising classifiers to select consistent and high-confidence labels
for hard supervision signals. A noisy label detector dynamically estimates a soft target
distribution at each time step via a pretrained NER classifier, which intrinsically splits hard
supervision signals into two classes (i.e., high-quality instances and problematic instances).
Depending on the maximum probability of the distribution, problematic instances are
under corrected label supervision or left intact. By doing so, the built model is prevented
from being overconfident and fully mines valuable information from mislabeled data.
A pseudolabel estimator is devised to regenerate the type and position of labels, respec-
tively, based on a noisy example detector. Specifically, a label correction mechanism is
introduced to smooth out problematic instances and even completely change the training
labels if necessary. An iterative training algorithm is further designed to take full advantage
of these data-correction processes, which significantly boost performance.

The main contributions are as follows:

• A self-adaptive learning framework termed SALO is proposed to improve the learning
of NER models by dynamically incorporating adaptive label correction into training.
An iterative training algorithm continuously optimizes the model while correcting
noisy labels.

• A denoising classifier and a noisy label detector are introduced to identify noisy labels.
The denoising classifier filters unreliable labeled tokens while the noisy label detector
detects the wrongly hard supervision signals to be corrected.

• The built model is evaluated on four benchmark datasets, and the results demonstrate
that SALO performs better than other baselines in all noisy datasets.

2. Related Works
2.1. Fully Supervised Named Entity Recognition

NER is the foundation of information extraction, which automatically recognizes
named entities from natural language texts. Early methods on NER were mainly based
on rules [17], which had disadvantages such as poor scalability and high labor costs.
Later, traditional statistical machine learning methods were widely used to solve NER
problems, such as the hidden Markov model [18], maximum entropy [19], support vec-
tor machine [20] and linear chain conditional random field model [21]. However, these
models heavily relied on artificially designed features or completely ignored the inherent
semantic dependence of the context in text. Recently, deep neural network models take the
advantages of representation learning to avoid relying on the hard-coded features, which
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allows researchers to focus on designing different character, word, or sentence encoders to
improve the representation ability of the NER model and optimize its performance [1–4].

2.2. Distantly Supervised Named Entity Recognition

Although deep neural network models have stronger capabilities of representation
learning, they rely on large-scale labeled data for training. Nevertheless, the size of labeled
data in many vertical fields is limited, which makes the effectiveness of deep neural
network models unable to be guaranteed. Bellare and McCallum [13] proposed a missing
label Conditional Random Fields (CRF) that only required some of the tokens in text
to be labeled with high precision. Jie et al. [22] introduced a self-training approach for
recognizing named entities with incomplete data annotations. Mayhew et al. [14] designed
a constraint-driven iterative algorithm that learned to detect false negatives in the noisy set
and down-weighted them for weighted NER. Shang et al. [15] proposed AutoNER with
a new Tie or Break scheme to suit distant supervision from the dictionary. Cao et al. [23]
utilized a lightweight scoring strategy to differentiate noisy data from high-quality weakly
labeled sentences and proposed a unified neural framework from sequence labeling and
classification perspectives. Yang et al. [24] applied partial annotation learning and an
instance selector based on reinforcement learning for incomplete and noisy annotations,
respectively. Peng et al. [25] took the task as a Positive-Unlabeled (PU) learning and
proposed PU learning to unbiasedly and consistently estimate the task loss as if there is
fully labeled data. Zhang et al. [26] proposed a probabilistic automatic relabeling method
to estimate the pseudotruth label distribution during the training process. Liang et al. [7]
leveraged the power of pretrained language models to improve the prediction performance
of NER models with self-training. Liu et al. [27] explicitly estimated the confidence
score of one label being corrupted into another based on local and global independence
assumptions and designed a calibration method to determine the portion of trusted labels
and model noise ratio of training data for noisy NER. Zhang et al. [28] cotrained two
teacher–student networks to form inner and outer loops for coping with label noise to
make a full exploration of mislabeled data. These methods focus on denoising to alleviate
the negative effect of noisy labels. Inspired by the noisy label learning theorem [16], the
built model SALO focuses on detecting and relabeling the noisy label.

3. Methodology
3.1. Method Overview

A novel Self-Adaptive Label cOrrection framework (SALO) is proposed, and the
overview of the proposed method is illustrated in Figure 2. SALO is composed of three
key components: an implicit noise denoising module, a noisy example detector and a
pesudolabel estimator. The devised clean token selection strategy in denoising learning
can produce hard supervision signals in an ideal situation to alleviate the negative effect
of label noise. A noisy example detector is designed to select reliable supervision signals,
and pseudolabel correction progressively corrects problematic instances. Intuitively, if an
incorrect supervision signal is corrected, it is transformed into a useful training instance to
benefit model training. An iterative training scheme is adopted to steadily sanitize training
data while refine the model.

It is worth noting that the framework can be built upon various NER architectures.
The widely used RoBERTa and BiLSTM-CRF architectures are adopted as base models to
demonstrate the generalization of the proposed framework.
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Figure 2. An overview of the proposed SALO. The model is iteratively fine-tuned for several steps.
In each step, an Implicit Doise Denoising module is trained on the noisy data in a K-fold (k = 2
in the figure) cross-valid fashion to alleviate over-fitting to noisy labels; afterwards, a noisy label
detector and a pseudolabel estimator are introduced for noise detecting and explicit noise correction,
respectively. While the iteration continues, the noisy labels are steadily identified and corrected, thus
benefiting the optimization of the NER model.

3.2. Adaptive Label Correction

In this section, the proposed adaptive label correction framework for refining distantly
supervised noisy data is introduced. It is worth noticing that there exists a significant differ-
ence between the built model and typical NER. In a common NER training process, one-hot
distributions of the labels are fixed during training, while in the built framework, training
targets ẏ are dynamically predicted by the denoising models the during training process.

ẏ = argmax( f (x; θ)) (1)

where f represents the corresponding denoising models and θ is the learned parameters.
An adaptive target distribution ŷ is then constructed to replace ẏ, which aims to

progressively improve the model confidence of adaptive label. Specifically, the training
target is updated by the Exponential-Moving-Average (EMA) scheme as bulleted lists look
like this:

ŷ = ε× ẏ + (1− ε)× v (2)

where ε ∈ [0, 1] controls the weight on the reannotated labels, and v is the pseudolabel
vector that is regenerated by self-adaptive label correction and depends on the current time
step. The EMA scheme in Equation (2) enables the built model to completely change the
training labels if necessary, which alleviates the instability issue of model predictions.

In this study, by assigning zero probability for the target label q and nonzero probabili-
ties for pseudo labels, the networks are able to explicitly control the supervisions assigned
to the final NER model. Specifically, the first term ε× ẏ and the second term (1− ε)× v
in Equation (2), respectively, detect noisy examples and determine how to regenerate the
supervision signal for noisy examples. The following subsections detail how to compute ε
and v.

3.2.1. Implicit Noise Denoising

It has been observed that there exists fluctuations in the predictions of a model with
mislabeled instances [29]. Noisy labeled instances are supposed to be supervised by both
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their labels and similar instances. For example, in Figure 1, the mention United States is
mislabeled as the incomplete label PER. At the same time, the mention United States with
similar context is labeled as its correct label LOC. Both of them encourage the model to fit
its own supervision signals.

To quantify the fluctuation, the built denoising model derives C, a set of all possible
correct label sequences that are compatible with the noisy labeled sequence. The built
model regards the missing labels as latent variables and learns a latent variable CRF using
the following loss:

L = −log ∑
y∈C

(p(y|x)) (3)

In this way, the prediction of the denoising model is the ensemble of predictions from all
possible correct label sequences, which can quantify the fluctuations naturally. Additionally,
the EMA schema allows the denoising model to converge to improved parameters.

The proposed second strategy it to take hard examples into consideration, which are
erroneously assumed to be reliable and may not fluctuate. To alleviate the issue, all tokens
are ranked according to prediction probabilities and retain high-confidence predictions
as clean for which maximum likelihood is computed. Based on the devised clean token
selection strategy in denoising learning, SALO can utilize the hard supervision signals in
an ideal situation to alleviate the negative effect of label noise.

3.2.2. Noisy Example Detector

In noisy label problems, examples have smaller training losses as they are more likely
to be clean labels [16]. Inspired by that, we manipulate the training loss-based adaption
factor ε ∈ [0, 1] in Equation (2) to detect whether hard supervision signals (the label
predicted by its denoising model) are noisy.

For a training sentence pair (X, Ẏ) predicted by the denoising model and each target
label ẏ ∈ Ẏ, we further separate the noisy detection for positive examples (entities) and
negative examples (i.e., the O label) because we empirically observe that their forward loss
is consistently different. To this end, ε is then obtained:

ε = εP
i + εN

εP = max(ẏ, λP), ẏ ∈ YP

εN = max(ẏ, λN), ẏ ∈ YN

(4)

where λP and λN denote the lower bound of true positives and true negatives responding
to εP and εN , respectively.

The basic intuition behind Equation (4) is to assume all hard targets predicted by
their denoising models are more likely to be high-quality instances when λP and λN select
reasonable enough problematic instances. This design prevents the built model from
mislabeling the correct examples with high confidence.

Furthermore, to ensure that the target label ẏ always has the largest probability to
be clean, it is needed to pinpoint noisy examples and still keep clean examples. Thus, a
forward loss LP

f is defined to detect the lower bound of true positive λP of εP for positive
examples.

LP
f = − ∑

y∈YP

ẏ× p (5)

where ẏ represents a target label in positive examples Yp, and the larger value of LP
f has

higher probability to be clean. If LP
f ranks at top k in positive labels of the example, we set

the λP = 1. The forward loss is detached from backpropagation.
Note that ε and λ are all time-step specific variables, which allows the values to adapt

to dynamic contexts.
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3.2.3. Pseudolabel Estimator

With the proposed implicit noise denoising module and noisy example detector, train-
ing data with noisy labels can be identified. Intuitively, simply discarding the noisy subset
of training data and retaining the clean subset helps alleviate over-fitting to noisy labels.
However, even the data with problematic labels may contain useful information that can
further boost model performance if properly corrected. As the noisy theorem states [16], if
we obtain a reasonable approximation of ground-truth labels, the label correction algorithm
is able to flip corrupted labels to clean labels. In this study, a pseudolabel estimator is
introduced to acquire a reasonable approximation of ground-truth labels by exploiting the
correlation and context awareness among distant labels.

To reannotate more robust label guessing for noisy examples, a simple yet effective
technique is designed to regenerate the position and the type of labels individually. Pseu-
dolabels are usually inferred by the model prediction. Noting that a y is annotated as
position-type (B-Person) at predicted probability p. The position embeddings and type
embeddings can be utilized when estimating the pseudolabel v; specifically, whether the
probabilities of the position or the type of labels should remain the same are calculated.

pt = p ∗ et

pp = p ∗ ep
(6)

where pt and pp denote the probability that the position/type is that of truth label. et and
ep represent one-hot position embeddings and type embeddings.

v =


(pt ≥ mean(p)) ∗ et + (pp ≤ mean(p)) ∗ ep

+(1− (pt ≥ mean(p))) ∗ (1− (pp ≥ mean(p)) ∗ a if ε = 0
0, if ε = 1

(7)

where a represents all combinations of position and type in the current dataset. If
pt ≥ mean(p), the type of the noisy example is more trustworthy than the position. We
marginal all labels out except for the labels that have the same type as the hard example
but have different positions. Similarly, we select all the labels with the same position as
the noisy example and O label and sum over the tag sequences over these labels. In partial
marginalization of the CRF model, we can predict pseudolabels v for noisy examples.

3.3. Iterative Training

Although effective, simply performing implicit noise denoising and explicit noise
detection fails to take full advantage of each part. Instead, an iterative training scheme is
designed to further boost NER performance. As shown in Algorithm 1, the noisy example
detector model f (s

θ) is firstly warmed up on the noisy labels to better identify whether
a label has been corrupted. For each step, denoising classifiers are trained on the noisy
data in K-fold cross-validation fashion. After pretraining implicit noise denoising, the label
correction process is carried out for modifying training data labels. Then, a new step of
training is performed. Here, we reinitialize the classifier in every step as it introduces
randomness to avoid over-fitting, thus contributing to more robust data filtering. The
iteration is terminated after repeating the whole process for T steps, and the model with
the best result on the validation set is selected. Finally, the test performance is reported
using the selected model on the test set.
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Algorithm 1 Self-Adaptive Label cOrrection algorithm

1: Input: Noisy labeled sentences D = {(x1, y1), (x2, y2), ..., (xm, ym)}
2: Parameter: Three network parameters f (θt

0), f (θt
1) f (θs)

3: Output: the best model
4: Pre-train f (θs) with D.
5: for t = 0, 1, . . . T−1 do
6: Randomly initialize K models f (θt

0), f (θt
1),

7: Randomly shuffle the noisy dataset D and divide it into K fold D1, D2.
8: Train K models f (θt

i ) with ith-fold dataset Di, where i = 0, 1 via Equation (3).
Use the (1 − i)th model f (θt

1−i) to annotate new labels ẏ of ith-fold dataset Di
by Equation (2).

9: Perform the detector model f (θs) to detect whether new labels predicted by K-trained
denoising models are erroneous. If they are, generate pseudolabels v.

10: Construct final adaptive labels ŷ.
ŷ = ε× ẏ + (1− ε)× v

11: Update the model f (θs
t ) which minimize the loss on adaptive labels.

12: end for

4. Experiment

In this section, the performance of SALO was evaluated, comparing it with the state-
of-the-art approaches. Additionally, extensive auxiliary experiments were carried out and
provide comprehensive analyses to demonstrate the effectiveness of the proposed SALO.

4.1. Datasets

Experiments are conducted on four challenging datasets with distantly supervised
noisy labels, including CoNLL03 [30], Twitter [31], Webpage [21] and Wikigold [32]. Unless
otherwise specified, the noisy labels provided in [7] were adopted for comparison, which are
generated using POS tagger to detect candidate entities, filtering the ambiguous entities by
Wikidata query service and building multisource gazetteers to match an entity with a type.
Finally, a set of hand-crafted rules are used to match unmatched tokens [7]. To investigate
the robustness of the proposed methods on different noisy data, a new version of distantly
supervised labels was constructed by combining [7] and semantic matching methods (i.e.,
KnowBERT [33], Genre [34]). Semantic matching methods extend entity mentions with
a pretrained language model and additional rules. For sentence 1 In Figure 1, semantic
matching methods link the knowledge base entity United_states with location type to the
entity mention United States. Semantic matching methods also detect the correct boundary
of the entity mention Mark Roe by utilizing pretrained language models. This version
of labels contains less noise than the one provided in [7], and it is used to validate the
generalization of the proposed method.

4.2. Implementation Details

The proposed SALO was iteratively optimized for 30 steps. For each step, the implicit
denoising module is firstly pretrained for 500 iterations, then the remainder modules
for one epoch. The batch size was set to 16 and the learning rates were 1 × 10−2 and
1 × 10−5 for BiLSTM and RoBERTa series, respectively. We set K = 2 folds in the implicit
denoising module for simplicity. The codes are implemented upon HuggingFace (https:
//huggingface.co/transformers/, accesson on 24 April 2022).

4.3. Comparison with State of the Arts

The proposed method was compared with two groups of baselines, i.e., fully supervised
NER models and distantly supervised NER models.

The fully supervised NER methods are taken as the upper bound of these datasets.
BiLSTM-CRF [35] effectively captures the sequential relationships among the input tokens

https://huggingface.co/transformers/
https://huggingface.co/transformers/
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and jointly predicts labels in the sentence. RoBERTa-base [36] is a robustly optimized BERT
pretraining approach.

Distantly supervised NER approaches explore tackling the noisy NER issue from
different perspectives. AutoNER [15] adopts a revised fuzzy CRF layer to handle noisy
labels with a new Tie or Break scheme. LRNT [23] is a name-tagging model solely based
on weakly labeled data, which focuses on the effective portions of noisy data and utilizes
Partial-CRFs to achieve global optimum. Self-training [22] is a self-training framework
with marginal CRF to reannotate the missing labels. Liu et al. [27] propose a calibration
method to estimate the confidence of entity labels with prior noise ratio and integrate a self-
training framework to boost performance (denoted as Confidence Estimation). Bond [7]
also adapts self-training directly to noisy labels. SCDL [28] jointly trains two teacher–
student networks in a mutually beneficial manner to iteratively perform noisy label refinery.
BiLSTM-CRF [35] and RoBERTa-base [36], which are directly trained on noisy data, are
also included, which can be viewed as the lower bound of these datasets. The base model
architecture of Self-Training and Confidence Estimation is BiLSTM-CRF, while that of Bond
and SCDL is RoBERTa.

Table 1 presents the performance comparison of the proposed SALO against other
methods. From the table, there are several observations as follows:

• The proposed SALO outperforms existing distantly supervised approaches on all
datasets, which demonstrates the superiority of the built model in noisy NER label
learning. An in-depth data analysis reveals that SALO is able to detect accurate
boundaries of various few-shot entity mentions such as Lucy Vanderwende and
Carolyn Rose in the Webpage dataset compared with BiLSTM-CRF.

Table 1. Performance of all methods on four datasets measured by F1 score (Precision/Recall) (in
%). Base models directly trained using clean labels and noisy ones can be referred as upper bound
(marked with UB) and lower bound (marked with LB).

Method CoNLL03 Twitter Webpage Wikigold

Fully Supervised
BiLSTM-CRF (UB) 91.21 (91.35/91.06) 52.18 (60.01/46.16) 52.34 (50.07/64.76) 54.90 (55.40/54.30)

RoBERTa-base (UB) 90.11 (89.14/91.10) 52.19 (51.76/52.63) 72.39 (66.29/79.73) 86.43 (85.33/87.56)

Distantly Supervised
BiLSTM-CRF (LB) 59.50 (75.50/49.10) 21.77 (46.91/14.18) 43.34 (58.05/34.59) 42.92 (47.55/39.11)

RoBERTa-base (LB) 75.93 (82.29/70.47) 46.45 (50.97/42.66) 60.98 (59.24/62.84) 52.57 (47.67/58.59)
AutoNER 67.00 (75.21/60.40) 26.10 (43.26/18.69) 51.39 (48.82/54.23) 47.54 (43.54/52.35)

LRNT 69.74 (79.91/61.87) 23.84 (46.94/15.98) 47.74 (46.70/48.83) 46.21 (45.60/46.84)
Self-training 77.8 (-/-) 42.3 (-/-) 49.6 (-/-) 51.3 (-/-)

Confidence-Estimation 79.4 (-/-) 43.6 (-/-) 51.8 (-/-) 54.0 (-/-)
Bond 81.48 (82.05/80.92) 48.01 (53.16/44.76) 65.74 (67.37/64.19) 60.07 (53.44/68.58)
SCDL 83.69 (87.96/79.82) 51.09 (59.87/44.57) 68.47 (68.71/68.24) 64.13 (62.25/66.12)

SALO (BiLSTM-CRF) 80.08 (85.59/75.24) 44.96 (54.02/38.50) 54.90 (74.07/40.54) 55.71 (53.31/58.33)
SALO (RoBERTa) 84.90 (86.20/83.64) 52.50 (68.48/42.57) 69.66 (78.15/62.84) 65.72 (63.31/68.33)

• Models directly trained on noisy labels only obtain 41.88% and 58.98% average F1
scores using BiLSTM-CRF and RoBERTa-base architectures, respectively. This reveals
that noisy label learning is in demand for distantly supervised NER.

• Models trained in a fully supervised manner achieve upper bound performance, with
62.66% and 75.28% average F1 scores using BiLSTM-CRF and RoBERTa-base architec-
tures, respectively. The proposed SALO narrows the gap between fully supervised
and distantly supervised NER methods, obtaining 58.91% and 68.20%, respectively.
There still exists 3.75% and 7.08% gaps between fully supervised and distantly super-
vised models.

• Self-Training and Confidence Estimation are two strong baselines with the BiLSTM-
CRF base model under the distantly supervised setting. The proposed SALO with
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BiLSTM-CRF architecture obtains 3.66% and 1.71% improvements on average F1
scores over Self-Training and Confidence Estimation, respectively. This improvement
could be attributed to the adaptive label correction, which can successfully avoid the
overconfidence issue of deep neural networks for noisy data and does not require to
know/model the ratio of noise data in the training data like Confidence Estimation.

• Bond and SCDL which are two advanced baselines with the RoBERTa base model
under the distantly supervised setting. The proposed SALO counterpart achieves
4.37% and 1.35% improvements on average F1 scores compared with Bond and SCDL,
respectively.

• The models that explicitly handle the overconfidence issue (i.e., SALO and Confidence-
Estimation) generally perform better than other distantly supervised baselines.

4.4. Ablation Study
4.4.1. Effectiveness of Implicit Denoising

The following two variants of SALO are conducted to further validate the effectiveness
of implicit noise denoising. The w/o denoising model without the implicit noise denoising
module directly generates pseudolabels. The hard denoising model only selects tokens
with high confidence predictions with one denoising classifier. As shown in Table 2, SALO
consistently achieves a better F score compared with the hard denoising approach. It can
be attributed to the denoising ability of the proposed approach by retrieving the entities in
the training set and quantifying the fluctuation of noisy labels. Not surprisingly, the w/o
denoising method is much worse than the other two models, showing that disabling the
noise denoising module raises challenges in handling incomplete annotations.

Table 2. The effectiveness of implicit noise denoising on Webpage: Precision, Recall and F1 score
(in %). Basemodel: BiLSTM-CRF.

Method Precision Recall F1

w/o denoising 61.54 27.03 37.56
hard denoising 64.15 45.95 53.54

SALO 65.42 47.30 54.90

4.4.2. Effectiveness of Noisy Example Detector

The following variants of SALO are conducted to further validate the effectiveness
of the noisy example detector. The negative detector is exploited to search for negative
noisy examples (Negative: The O is recognized as non-O tag) to facilitate a more effective
training example. Otherwise, the positive detector aims at augmenting the training set
via detecting positive noisy examples (Positive: All entity mention tags). The random
detector (α, 1− α) corrects all predictions of the denoising model via ε = α, ŷ = α ∗ ẏ + (1−
α) ∗ v. α is a hyperparameter learned by self-adaptive training. The random detector(α, β)
constructs pseudolabels via randomization, ε = α, 1− ε = β, ŷ = α ∗ ẏ + β ∗ v. α and β are
two hyperparameters learned by self-adaptive training.

Table 3 summarizes the experimental results. SALO achieves up to 3.84% and 2.83%
F1 score improvements compared with the random detector (α, 1− α) and random de-
tector (α, β), respectively, which verifies that the proposed method is able to distinguish
challenging problematic labels. The positive detector achieves a 53.54% F1 score, which is
narrowly worse than the best F1 score on Webpage 54.90 (SALO). The negative detector
obtains the worst performance of all other detectors, especially leading a significant drop
compared with the positive detector. The results confirm that SALO can successfully detect
the corrupted labels of these highly difficult entity mentions and also demonstrates the top
gains of SALO come from detecting problematic positive examples. Accurately correcting
corrupted labels of entity mentions makes a much larger impact than rectifying the error
O tags.
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Table 3. The effectiveness of noisy example detector on Webpage: Precision, Recall and F1 score
(in %). Basemodel:BiLSTM-CRF.

Method Precision Recall F1

Negative Detector 61.54 27.03 37.56
Positive Detector 64.15 45.95 53.54

Random Detector (α, 1− α) 68.97 40.54 51.06
Random Detector (α, β) 67.02 42.57 52.07

SALO 65.42 47.30 54.90

4.4.3. Effectiveness of Pseudolabel Estimator

It is beneficial to understand how the adaptive label correction contributes to learning
more robust models during training. The proposed method was compared with various soft
label generation methods to demonstrate how the proposed pseudolabel estimator works
better. The hard label regards the prediction of the denoising model as the pseudolabels,
v = ẏ. Reweighting (confidence) re-estimates pseudolabels via confidence reweighting,

v =
∑ pij

k . (The confidence pij is the probabilities of all classes for each token.)
From Table 4, it can be observed that the proposed pseudolabel estimator improves

the F1 score and recall on Webpage. Specifically, the F1 score and recall increase from
53.17%/45.27% and 52.85%/43.92% to 54.90%/47.30%, compared with hard label and
reweighting (confidence), respectively. We believe that this is because hard corrupted
labels mislead NER models; correcting them via pseudolabel estimator restores sufficient
boundary or type information learned from noisy labels.

Table 4. The effectiveness of pseudolabel estimator on Webpage: Precision, Recall and F1 score (in %).
Basemodel:BiLSTM-CRF.

Method Precision Recall F1

Hard Label 64.42 45.27 53.17
Reweighting (Confidence) 66.33 43.92 52.85

SALO 65.42 47.30 54.90

4.4.4. Robustness to Different Noise Ratio

Figure 3 compares the performance of the state-of-the-art method SCDL and the
proposed SALO under different noise ratios of two noise types, i.e., span noise and category
noise. The data is constructed by randomly replacing/removing the gold tags of labeled
dataset CoNLL03. SALO consistently outperforms SCDL under all noise levels, and the
superiority becomes more significant when the noise ratio grows large, demonstrating the
effectiveness of the proposed method. This is because with both implicit noise denoising
and explicit noise correction modules, the proposed SALO is able to learn from existing
patterns from correct tags and alleviate the fluctuations of noisy tags. Additionally, category
noise leads to a larger performance drop than span noise under the same noise ratio,
which implies that recovering form category noise is more challenging for noisy label
learning algorithms.
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表格 1

SCDL SALO

10% 87.55 88.31

20% 84.45 85.03

30% 83.1 84.18

40% 82.76 83.23

50% 79.16 80.2

60% 75.18 77.68

70% 70.74 75.84

80% 69.44 71.87
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(b)

Figure 3. Robustness to different noise ratios of two types of noise. Incomplete noise: tagging some
entities to “O” tags and Inaccurate noise: replacing one type entity tag to another entity tag. (a) Span
noise; (b) Category noise.

4.5. Case Study

To further investigate how SALO improves performance, the prediction performance
of distantly supervised models was compared with SALO on the noisy dataset Webpage.
As can be seen in Figure 4, the distantly supervised model BiLSTM-CRF yields the largest
amount of “O” (nonentity), which discloses their limited generalization ability. The dis-
tantly supervised model Confidence Estimation has a better performance gain in “ORG”
and “PER” tags than BiLSTM-CRF, yet fails to recognize the “LOC” tag. In contrast, the
proposed SALO achieves the best performance on all three tags, which proves that the built
model has the ability to correct mismatched “O”s to their corresponding tags, especially in
the “LOC” tag. Compared with the NER models with BiLSTM, RoBERTa-based models
illustrate a similar increasing trend. Digging into the Webpage dataset, the RoBERTa-based
model performs better on a few shot “LOC” tags and “ORG” tags. It is supposed that a
pretrained language model with self adaptive training has the ability of transferring rich
semantic and contextual information, thus benefiting NER performance.
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20%

40%

60%

80%

100%

LOC ORG PER MISC

LOC ORG PER MISC O

 1

(a) BiLSTM-CRF
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 1

(b) Confidence Estimation
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(c) SALO(BiLSTM-CRF)
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(d) RoBERTa-CRF
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(e) SCDL
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(f) SALO(RoBERTa-CRF)

Figure 4. Case Study. The horizontal axis represents the true entity type. The segments in a bar
describe the portions of the entities being classified into different entities. The base NER model of
(a–c) is BiLSTM, while that of (d–f) is RoBERTa.
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4.6. Results on Label Extensions

Additional experiments were carried out on extended labels. From Tables 5 and 6,
it can be observed that models trained using the extended labels consistently improve
the F1 score on all four datasets, indicating that such an extension method combining
semantic entity linking may preserve more correct labels. Particularly, the average F1
score improves 1.72%, 1.13%, 2.63% and 1.62% on four datasets with BiLSTM-CRF base
architecture. We will release the extended labels and hope they benefit future research
on this topic. The proposed SALO obtained remarkable performance on two versions of
training labels, showing its generalization ability.

Table 5. Comparison of BiLSTM-CRF baseline and SOLO on CoNLL03, Tweet, Webpage and
Wikigold datasets, in terms of F1 score, Precision and Recall (in %). Results using original noisy labels
and extended labels (denoted with -e) are both presented.

Method BiLSTM-CRF (Baseline) BiLSTM-CRF (SALO)

Dataset F1 Score Precision Recall F1 Score Precision Recall

CoNLL03 59.50 75.50 49.10 80.08 85.59 75.24
CoNLL03-e 61.22 85.67 47.63 81.95 88.83 77.41

Twitter 21.77 46.91 14.18 44.96 54.02 38.50
Twitter-e 22.90 55.16 14.45 45.11 60.92 35.81

Webpage 43.34 58.05 34.59 54.90 74.07 40.54
Webpage-e 45.97 57.00 38.51 56.07 73.63 45.27

Wikigold 42.92 47.55 39.11 55.71 53.31 58.33
Wikigold-e 44.54 51.84 39.04 56.13 67.96 47.97

Table 6. Comparison of RoBERTa baseline and SOLO on CoNLL03, Tweet, Webpage and Wikigold
datasets, in terms of F1 score, Precision and Recall (in %). Results using original noisy labels and
extended labels (denoted with -e) are both presented.

Method RoBERTa (Baseline) RoBERTa (SALO)

Dataset F1 Score Precision Recall F1 Score Precision Recall

CoNLL03 75.93 82.29 70.47 84.90 86.20 83.64
CoNLL03-e 76.39 86.82 68.20 84.51 87.81 81.45

Twitter 46.45 50.97 42.66 52.50 68.48 42.57
Twitter-e 48.56 53.51 44.45 53.79 46.14 64.47

Webpage 60.98 59.24 62.84 69.66 78.15 62.84
Webpage-e 61.33 58.31 64.69 70.01 71.17 69.05

Wikigold 52.57 47.67 58.59 65.72 63.31 68.33
Wikigold-e 53.79 46.14 64.47 66.98 65.11 68.97

4.7. Analysis

Finally, the reason that SALO achieves performance improvement was analyzed. To
this end, experiments were conducted on the CoNLL03 dataset and revealed that NER
performance is highly correlated with the noise rate of training labels. As shown in Table 7,
when using the baseline BiLSTM-CRF model on the clean (noise rate 0%) and noisy (noise
rate 67.21%) labels, we obtain F1 scores of 91.21% and 59.50%, respectively. Using implicit
denoising models to repredict labels slightly alleviates label noise, with a noise rate of
63.33%. With the identical BiLSTM-CRT, the F1 score improves to 66.67%. The proposed
SALO obtains state-of-the-art performance, with 80.08% in terms of F1 score. After the label
correction, the noise rate is further reduced to 48.43%. This indicates that distinguishing
from correct and wrong labels is crucial for noisy label learning and the built model manager
to alleviate the fluctuations of noisy labels.
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Table 7. Correlations between F1 score (in %) and Noisy Rate (in %) of training labels with different
noise label refinery strategies on CoNLL03.

Clean Label Noisy Label Implicit Denoising SALO F1 Noise Rate
√

91.21 0.00√
59.50 67.21√ √
66.67 63.33√ √
80.08 48.43

5. Conclusions and Future Work

In this paper, a unified distantly supervised NER framework termed SALO is proposed.
Different from prevailing approaches that solely discarding noisy data or reweighting
samples, this work explores to make better use of the mislabeled data. Specifically, an
automatic label correction mechanism is introduced to simultaneously identify mislabeled
data and recover a reasonable approximation of ground-truth labels by exploiting the
correlation and context awareness among distant labels. Experiments on four challenging
datasets demonstrate that such a strategy is more effective than simply discarding or
reweighting strategies, leading to state-of-the-art performance. Furthermore, a better
version of noisy labels by ensembling several semantic matching methods was constructed.
The proposed SALO consistently surpasses other baselines, demonstrating the robustness
and generalization of the proposed SALO.

In the future, we would explore more effective label correction mechanisms utilizing
knowledge base, further boosting NER performance. Moreover, the techniques proposed
in this paper are generalizable, and we would explore the potential usage in related topics,
e.g., relation extraction, entity linking and event extraction.
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