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1. Introduction

In the last few years, the rapid growth in available digitised medical data has opened
new challenges for the scientific research community in the healthcare informatics field.
In this scenario, the constantly increasing volume of medical data, as well as the complexity
and heterogeneity of this kind of data require innovative approaches based on Big Data An-
alytics (BDA) and Artificial Intelligence (AI) methods for extracting valuable insights [1–5],
and at the same time, these new approaches must also guarantee the required levels of
privacy and security [6]. These solutions must also provide effective and efficient tools
for supporting the daily routine of physicians, medical professionals, and policy makers,
improving the quality of healthcare systems. Finally, they should leverage the huge amount
of information buried under these Big Data [7], exploiting, in this way, their full potential.

Furthermore, new heterogeneous and extensive COVID-related datasets have been
collected during the recent pandemic and have often been made available to the scientific
community. In this case, the need for new and specific Big Data approaches for processing
such data makes exploiting these data and providing new and innovative approaches for
facing the COVID-19 pandemic more urgent [8–10].

In this Special Issue, some innovative applications, tools, and techniques specifically
tailored to address issues related to the eHealth domain by leveraging BDA methodologies
are presented. Moreover, these techniques are also presented in this Special Issue, given
the definition of complex systems and architectures for the eHealth domain fundamentally
based on the combination of Internet of Things (IoT) devices and Artificial Intelligence (AI)
methods. Finally, the Cyber Security (CS) for eHealth topic is also addressed given the
significant increase in cyber threats in the healthcare sector during the last few years.

2. Big Data for eHealth Applications

In light of the above, this Special Issue was introduced to collect the latest research
on relevant topics and, more importantly, to address present challenges with using Big
Data for eHealth applications. Moreover, it considered AI and/or IoT-based technologies,
the combined use of which can lead to the definition and implementation of effective and
innovative solutions [11]. Finally, CS techniques for the eHealth domain were also taken
into account.

There are 10 contributions selected for this Special Issue, representing innovative
applications in the areas mentioned above from original contributions of researchers with
broad expertise in various and multidisciplinary fields, considering the medical, informatics,
and engineering fields. The Special Issue includes the following papers:

• Iterative Annotation of Biomedical NER Corpora with Deep Neural Networks and
Knowledge Bases [12]

• Cyberattack Path Generation and Prioritisation for Securing Healthcare Systems [13]
• The Assessment of COVID-19 Vulnerability Risk for Crisis Management [14]
• Survey of BERT-Base Models for Scientific Text Classification: COVID-19 Case Study [15]
• Design of a Wearable Healthcare Emergency Detection Device for Elder Persons [16]
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• Reducing the Heart Failure Burden in Romania by Predicting Congestive Heart Failure
Using Artificial Intelligence: Proof of Concept [17]

• Nonlinear Random Forest Classification, a Copula-Based Approach [18]
• A Novel Unsupervised Computational Method for Ventricular and Supraventricular

Origin Beats Classification [19]
• A Systematic Review of Federated Learning in the Healthcare Area: From the Perspec-

tive of Data Properties and Applications [20]
• On Combining Feature Selection and Over-Sampling Techniques for Breast Cancer

Prediction [21]

The aforementioned papers refer to the following main topics within the healthcare
scenario: (i) COVID-19 datasets and models [14,15], (ii) large dataset annotation [12],
(iii) cyber security [13], (iv) federated learning [20], (v) smart biomedical systems and
devices [16], and (vi) artificial intelligence approaches [17–19,21].

More in detail, in [12], a methodology for reducing the manual effort needed to
annotate a biomedical-named entity recognition (B-NER) corpus was presented, exploiting
both active learning and distant supervision, respectively, based on Deep Learning models
(e.g., Bi-LSTM, word2vec FastText, ELMo, and BERT) and biomedical knowledge bases to
speed up the annotation task. The proposed approach is also able to limit class imbalance
issues. The results showed that this method allows us to annotate an effective and large
B-NER corpus with a fraction of the time required by a fully manual annotation, addressing
the lack of annotated corpora in the biomedical domain [22]. The authors also analysed the
most effective embedding model to represent the input words [23] and the applicability of
this approach to other domains.

In [13], a novel methodology for the cyberattack path discovery to ensure security
within the healthcare ecosystem is presented. This approach is based on the Common
Vulnerability Scoring System (CVSS), so that base metrics and exploitability features can
be used to determine and prioritise the possible attack paths based on the threat actor
capability, asset dependency, and target user profile and evidence of indicator of compro-
mise. The work includes a real example from the healthcare use case to demonstrate the
methodology used for attack path generation. The result from the studied context, which
processes Big Data from healthcare applications, shows that the uses of various parameters
such as CVSS metrics, threat actor profile, and the indicator of compromise are able to
generate realistic attack paths. In this way, healthcare practitioners can be supported in
identifying the controls that are required to secure the overall healthcare ecosystem.

The authors of [14] presented a methodology that is used determine COVID-19 vul-
nerability risk and its change over time in association with the state health care system,
turnover, and transport to support the crisis management decision-making process. In de-
tail, this method aims to determine the COVID-19 Vulnerability Index (CVI) based on the
selected criteria. The risk assessment was carried out with methodology that includes the
application of a multi-criteria analysis and spatio-temporal aspects of available data. Partic-
ularly, the Spatial Multicriteria Analysis (SMCA) compliant with the Analytical Hierarchy
Process (AHP), which incorporated selected population and environmental criteria were
used to analyse the ongoing pandemic. The influence of combining several factors in an
analysis of the pandemic was illustrated, and the static and dynamic factors to COVID-19
vulnerability risk were determined to prevent and control the spread of COVID-19 at the
early stages of the pandemic. As a result, areas with a certain level of risk in different
periods of time were determined. Furthermore, the number of people exposed to a COVID-
19 vulnerability risk was presented with time. The results obtained proved that the this
approach can support the decision-making process by showing the area where preventive
actions should be considered.

In [15], a new pre-trained neural language model based on the BERT model [24]
was introduced. This model was named CovBERT, and it was specifically designed to
improve the overall review task performances on the COVID-19 literature with respect
to the classic BERT model. CovBERT was pretrained on a very large corpus formed by
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scientific publications in the biomedical domain related to COVID-19. The CovBERT was
tested on the classification task of short texts of biomedical articles. The obtained results
demonstrated significant improvements. In addition, the authors also made a COVID-19
corpus available, entitled COV-Dat-20.

The authors of [16] proposed a wearable system that takes advantage of sensors
embedded in a smart device to collect data for movement identification (running, walking,
falling, and daily activities) of an older adult user in real-time. To provide high efficiency in
fall detection, the sensor readings were analysed using a neural network. If a fall is detected,
an alert is sent though a smartphone connected via Bluetooth. The proposed system was
tested in both inside and outside environments, and the results of the experiments showed
that it is extremely portable and is able to provide high success rates in fall detection in
terms of accuracy and loss.

In [17], a noncontact system that can predict heart failure exacerbation through vocal
analysis was studied and implemented. The system was designed to evaluate the voice
characteristics of every patient, used to identify variations using a Machine Learning-based
approach. The authors collected voice data from real hospitalised patients since their
admission to a hospital, when their general status was critical, until the day of discharge,
when they were clinically stable. Each patient was classified adopting the New York
Heart Association Functional Classification (NYHA) classification system for heart failure
in order to include them in different stages based on their clinical evolution. Different
ML algorithms were tested, namely Artificial Neural Networks (ANN), Support Vector
Machine (SVM), and K-Nearest Neighbours (KNN), trained on voice data. The experiments
demonstrated that the KNN obtained the best results and was able to correctly classify
the NYHA stages of the patients exploiting only their voice recording, with an accuracy
of 0.945.

In [18], a study on the copula-based approach to selecting the most important fea-
tures for a Random Forest classification was used to classify a label-valued outcome.
The methodology was simulated on a real dataset of COVID-19 and diabetes. In detail,
based on associated copulas between these features, the authors carried out this feature
selection and then embedded the selected features into a Random Forest algorithm to
classify a label-valued outcome. This algorithm allowed us to select the most relevant
features when the features are not necessarily connected by a linear function, and it can
stop the classification when the desired level of accuracy is reached. The experimental
assessment successfully applied the proposed method on a simulation study as well as a
real dataset of COVID-19 and for a diabetes dataset.

The study presented in [19] focused on a new unsupervised algorithm that adapts to
every patient using the heart rate and morphological features of the ECG beats to classify
beats between supraventricular origin and ventricular origin in order to predict arrhythmia.
The results of the experiments performed obtained F-scores equal to 0.88, 0.89, and 0.93
for the ventricular origin beats for three popular ECG databases and around 0.99 for the
supraventricular origin for the same databases, comparable with supervised approaches
presented in other works, opening a new path to making use of ECG data to classify
heartbeats without the assistance of a physician.

The work presented in [20] is a review paper, where a comprehensive and up-to-date
review of research employing Federated Learning in healthcare applications was provided.
Moreover, the paper highlighted a set of recent challenges from a data-centric perspective
in Federated Learning, such as data partitioning characteristics, data distributions, data
protection mechanisms, and benchmark datasets, was evaluated. Finally, several potential
challenges and future research directions in healthcare applications were pointed out.

In [21], the imbalanced class problem was addressed, in particular for breast cancer
prediction datasets. The authors presented a methodology that used a combination of
the Information Gain (IG) and Genetic Algorithm (GA) feature selection methods and the
Synthetic Minority Over-sampling TEchnique (SMOTE) to overcome this issue. The experi-
mental results based on two breast cancer datasets showed that the combination of feature
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selection and over-sampling outperformed the single usage of either feature selection and
over-sampling for the highly class imbalanced datasets. In particular, performing IG first
and SMOTE second is the better choice. For other datasets with a small class imbalance
ratio and a smaller number of features, performing SMOTE is enough to construct an
effective prediction model.

3. Future in Big Data for eHealth Applications

Although this Special Issue is now closed, more in-depth studies in Big Data Analytics
applications developed explicitly for eHealth are expected. The outcomes of the research
published in this Special Issue provided some new solutions in this area but also highlighted
some of the still open issues that must be addressed to fully exploit Big Data in the
healthcare domain in the future.

In detail, the presented papers underlined the need for extensive collections of biomed-
ical annotated data, allowing for the training of high-performance ML and DL models to
support physicians in their daily work. ML and AI approaches will support the daily rou-
tine of physicians and medical practitioners, but their extensive use will also raise privacy
and security issues. It is also clear that the integration among IoT devices and sensors, AI
and ML models, and Big Data approaches will be more pervasive for developing eHealth
complex systems in the future. Adopting specifically pretrained neural language models
will enable the researchers to define more intelligent systems for analysing large natural
language clinical documents, fully exploiting their informative content. Finally, the large
and heterogeneous data analyses related to COVID-19 can provide innovative pathways,
more profound knowledge, and innovative approaches to address the risks of the current
pandemic.
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