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Abstract: Tachistoscopes are devices that display a word for several seconds and ask the user to write
down the word. They have been widely employed to increase recognition speed, to increase reading
comprehension and, especially, to individuate reading difficulties and disabilities. Once the therapist
is provided with the answers of the patients, a challenging problem is the analysis of the strings to
individuate common patterns in the erroneous strings that could raise suspicion of related disabilities.
In this direction, this work presents a machine learning technique aimed at mining exceptional string
patterns and is precisely designed to tackle the above-mentioned problem. The technique is based
on non-negative matrix factorization, nnmf, and exploits as features the structure of the words in
terms of the letters composing them. To the best of our knowledge, this is the first attempt of mining
tachistoscope answers to discover intrinsic peculiarities of the words possibly involved in reading
disabilities. From the technical point of view, we present a novel variant of nnmf methods with the
adjunctive goal of discriminating between sets. The technique has been experimented in a real case
study with the help of an Italian speech therapist center that collaborate with this work.

Keywords: reading disorders; matrix factorization; pattern extraction

1. Introduction

Tachistoscopes are widely employed devices useful in many scenarios [1–3]. Roughly
speaking, these instruments display a word for some milliseconds (on the basis of the
wanted difficulty for the exercise) and next the patient is asked for writing down the word.
The results shed lights on reading speed, reading comprehension, and are generally helpful
to highlight many kinds of reading disorders. Such devices provide the therapist with a set
of correctly written words and a set of erroneously written words. Tachistoscopic training,
also known as Flash Recognition Training (FRT), in some environments requires that an
individual be able to acquire visual information and remember them later on in an optimal
way. A second phase requires that the individual express the derived information through
verbal, written, or keyboard means. The tachistoscope is therefore used by the speech
therapist to evaluate the visual reaction time, speed and recognition interval, automation
and visual sequencing. We know that, when a subject with good reading skills is faced with
a text, his eyes scan it horizontally line by line and from left to right, in a path defined as
“saccades and fixations”. The process, completely automatic, has been known for some time:
our eyes proceed “in jumps” of about seven-nine characters, pausing for a few fractions
of a second more on some key points generally corresponding to the most important
and most significant words. The mechanisms underlying the reading are manifold and
integrate with each other. These rapid movements serve to obtain the visual information
essential for decoding the text. Among the parameters of the text that influence saccades we
include length, lexical frequency, the predictability of words in the text. Proper functioning
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of attention allows time rapidity for stimulus discrimination, increased sensitivity for
the identification of visual stimuli, and a reduction of interferences with close stimuli
both in space and in time. This is accomplished by activation of excitatory processes in
the predicted spatial region and a decrease of inhibitory processes in unexpected spatial
zones [4]. This study that is based on the process of automatic identification of syllables
and words is very important for the treatment of reading disorders when there is a deficient
development of analysis and visual synthesis processes but which must be combined with
specific work on neuropsychological aspects such as visual attention and the phonological
loop [5]. The methods of presentation are: (i) stimulus, preceded by the “alert” in the
central position, (ii) appearance of the stimulus in random positions so as to also influence
the speed of attention shift. The aim is to achieve an adequate speed level by changing the
stimulus exposure time. Several studies concerning the fluidity of reading have underlined
and explained the importance of the speed and effectiveness of the shift of attention [6–9].
The proposals, therefore, are divided into several phases: recognition of the distinctive
features of the letters widening the focus of recognition from the syllable, to the morpheme,
to the word rapid shift of attention to normalization of eye movements (saccades). The
reading of words with tachistoscopic mode is used by gradually decreasing the exposure
time of the word—first in a central position and then in random positions—starting with
simple bisyllabic words and then proceeding with increasingly complex words up to the
trisyllabic quadrisyllabic words with double and a consonant cluster.

Computer science contribution for speech disorders is witnessing a great
interest [10–13] and, to the best to our knowledge, this is the first work trying to help
therapists which employ tachistoscopes in diagnosing by automatically collecting and
analysing information.

A challenging problem from a computer science point of view is that of suggesting
characteristics of the words that discriminate, for a patient, between correct and erroneous
answer, namely, characteristics shared by erroneously answered words and low-frequently
present in the set of correctly answered words. We address the problem by borrowing the
results on non-negative matrix factorization [14–16], a widely employed basic technique
able to decompose an input matrix into two lower rank matrices. This method has been
successful for the extraction of concepts/topics from unstructured text [17], for speak
verification [18], for feature extraction, for clustering, for classification and many other
fields [19].

The technique analyzes outcomes of tachistoscope sessions by firstly vectorizing words
and secondly extracting prototype of errors. For this second part, nnmf is exploited, and its
objective function is relevantly changed to allow us to achieve two purposes, approximating
input vectors and discriminating the correctness. Furthermore, contexts are analyzed to
provide indications about problematic scenarios and, equipped with the information of
encoded pathologies, the framework is able to suggest the presence of known diseases or
of not yet structured ones.

The work provides then a contribution in the following aspects (i) to the best of our
knowledge; this is the first attempt to automatically diagnose reading pathologies starting
by tachistoscope output (ii) a nonnegative matrix factorization technique able to take
simultaneously into account two sets of words is provided; (iii) an ad-hoc discrimination
power is embedded in the formulation of the nnmf problem; (iv) the analysis of the contexts
potentially influencing disorders is performed as a phase of the technique; (v) the system is
able to individuate an already encoded pathology and/or unencoded ones.

The paper is organized as follows: Section 2 reports the notation employed through-
out the paper and preliminary notions; Section 3 describes the proposed technique; and
Section 4 illustrates the experimental campaign conducted on both real and synthetic data.
Finally, Section 5 depicts conclusions.
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2. Preliminaries

In this section, we present the tachistoscope, the data coming from it, and introduce
preliminary concepts about features and methodology goals.

2.1. Tachistoscope

Tachistoscopes are widely employed devices useful in many scenarios [1,20]. Roughly
speaking, these instruments display a word for some milliseconds (on the basis of the
wanted difficulty for the exercise) and next the patient is asked for writing down the word.
The results shed lights on reading speed, reading comprehension and are generally helpful
to highlight many kinds of reading disorders. Such devices provide the therapist with a set
of correctly written words and a set of erroneously written words. Tachistoscopic training,
also known as Flash Recognition Training (FRT) in some environments, requires that an
individual be able to acquire visual information and remember them later on in an optimal
way. A second phase requires that the individual express the derived information through
verbal, written, or keyboard means. The tachistoscope is therefore used by the speech
therapist to evaluate the visual reaction time, speed and recognition interval, automation
and visual sequencing.

In a session, the user is provided with a sequence of trials each having a word associ-
ated with it. The trial consists of two phases: visualization phase and guessing phase. During
the visualization phase, a word is shown for some milliseconds (typically ranging from 15
to 1500). To this phase, the guessing phase follows. During this phase, the word disappears
and the user has to guess the word by typing it. After that, the word disappears; it could be
substituted by a set of ‘#’ to increase the difficulty since the user loses the visual memory.
In such a case, the word is said “masked”.

The therapist, other than the visualization time, can impose several settings about the
word—in particular, (i) the frequency of the word, which represents how much the word
is in current use; (ii) the length of the word, which represents how long the word is; (iii)
the easiness of the word, which represents how difficult reading and writing the word is
(for example, each consonant is followed by a vowel); (iv) the existence of the word, which
represents the existence of the word in the dictionary. As for the existence of the word,
the tachistoscope is able to show both existing words and non-existing words which are
random sequences of letters with the constraints that (i) each syllable has to appear in at
least one existing word and (ii) each pair of adjacent letters has to appear in at least one
existing word. The constraints aim at generating readable sequences of letters.

2.2. Encoded Pathologies

Literature on speech disorders reports some studies about the frequent error patterns
for some pathologies. We can, then, encode these pathologies in the rows of a matrix Υ
where the columns are associated with the features discussed in the following section.

2.3. Input Data, Feature Extraction

The data under analysis, as provided by tachistoscope, consist of a set of word split
in two subsets: (i) the set of words with correct answers and (ii) the set with incorrect
answers. On these data, two families of features can be highlighted: structural features and
contextual features. Nevertheless, note that the proposed framework is extensible to other
sets of features without changes to the technical building.

2.3.1. Structural Features

The structural features encode the characteristics of the associated word and there
are two groups: alphabet letters and letter pairs. Note that, by construction, not all the letter
pairs are taken into account but just the pairs of adjacent letters appearing in existing or
non-existing words. In the following, we often call “valid” these pairs of letters. In addition,
a third group of structural features is taken into account. Features in this group are related
to known letter/letter pairs errors in encoded pathologies. For example, when dyslexia is
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related to spatial errors, namely confusion of graphemes with similar spatial parameters,
classical errors are p erroneously reported as b or as q by the effect of rotation or overturn
of the read letter.

2.3.2. Contextual Features

The contextual features encode the characteristics of the scenario related to the answer:
time, masking, existence, length, frequency, easiness.

The two sets of features have relevance in different phases and are utilized in different
ways. Indeed, for domain experts, the context features are not very interesting for their
discriminative power; indeed, their effect on the capability of guessing the correct answer
is quite obvious. For example, the lower the visualization time, the lower is the probability
of providing correct answers, or the higher the difficulty of the word, the lower is the
probability of providing correct answers, and so on.

2.3.3. Phases of the Method

The proposed framework is a three phases learning system, sketched in Figure 1.

Phase 1: Discriminating Pattern Search

The first phase aims at discovering prototypes, namely special words encoding those
peculiarities of the words representing the main obstacles for the user; a bit more formally,
we look for features that are representative of the set of words associated with correct
answers and not representative of the set of words associated with incorrect answers.

Phase 2: Context Analysis

The second phase aims at deep examination of the context associated with the proto-
types. This phase is devoted at evaluating which context features are the most influential
cause of providing the wrong answer. Thus, the behavior of the context feature on the
prototypes is analyzed.

Phase 3: Encoded Pathology Detection

The third phase aims at individuating which encoded pathologies are disguised in the
data. In particular, for some pathologies, the most frequent related errors are known. Thus,
the goal is to find error patterns shared between data and pathologies and the level of the
matching for indicating to the expert which pathologies are expressed and how much they
affect the patient answers.
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3. Technique
3.1. Preliminaries

In this section, the main notation employed throughout the paper is presented.
Σ denotes the reference alphabet and each element of Σ is also denoted as letter; for

example, Σ could be composed by the 26 letters of the English alphabet. A word is an
ordered finite sequence of element of Σ, namely an element of Σ∗. A tachistoscope session
S consists of the subministration of a set of words to the user under analysis, with the
same contextual configuration, namely the same values of time, masking, existence, length,
frequency, and easiness. From each tachistoscope session, the set of user answers is collected.
Let S denote the set of all the tachistoscope sessions.

Λ = {‘right answer’, ‘erroneous answer’} denotes a set of labels and λ : Σ∗ × S → Λ
denotes the labeling function that associates a word from a set of words W with a label
from Λ on the basis of user results coming from the tachistoscope during the session
S ∈ S, where W has been subministrated. A test T = {S1, . . . ,Sk} ⊆ S is the set of all
the tachistoscope sessions subministered to the same user under analysis. A multiset of
words WT is associated with T obtained by putting together the set of words WS1 , . . . , WSk
associated with sessions S1, . . . ,Sk.

3.1.1. Session Vectorization

Let S be a tachistoscope session and let W ⊆ Σ∗ be the set of words associated with S .
W is semantically split into two subsets:

• the set of words with right answers Wr = {w ∈ W s.t. λ(w) = ‘right answer’};
• the set of words with erroneous answers We = {w ∈ W s.t. λ(w) = ‘erroneous answer’}.

Each word w ∈ W is transformed in a n f -dimensional vector vw by mapping w from
the space associated with Σ∗ on a feature space F having size n f . The considered feature
space consists of two subsets Fc and Fs, described below.

3.1.2. Contextual Features

Fc represents the set of contextual features, and it is composed of six elements detailed
next together with the associated domain:

time: the time in milliseconds of the trial associated with w;

masking: a binary value stating whether the “masking” is active or not;

existence: a binary value stating whether the word is in the dictionary or not;

length: the number of characters of the word;

frequency: a binary value stating whether the word is of common use or not;

easiness: a binary value stating whether the structure of the word is simple.

3.1.3. Structural Features

Fs represents the set of structural features, and it is composed by |Σ| attributes, one
for each alphabet letter, plus np � |Σ|2 attributes, one for each valid pair of adjacent
letters, where valid is referred to the used language, namely a word is valid if exists at least
one word in the considered language vocabulary W containing such a pair. Note that the
features in Fc depend only on the session S , while the features in Fs depend on the word.
Thus, all the vectors related to the set of words associated with the same sessions assume
the same value on the set of features Fc. Moreover, note that, since Fs contains only valid
pairs and since the concept of valid strictly depends on the set of input words, the set of
feature F is a function of the set of words. However, for each session, administrated words
are randomly picked from a fixed set of words hard coded into the tachistoscope system.
Thus, Fs can be also be generated by considering all the words included in the system.
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3.1.4. Test Vectorization

Let T = {S1, . . . ,Sk} be a test and F be the set of features. A dataset DS in n× |F|
matrix form is associated with T by mapping for each session S ∈ T, each word w ∈ S in a
vector vw. The dataset DS is semantically split into two datasets DSe and DSr, the former
associated with the set of words Wr and the latter associated with the set of words We.

Each datasets is, in turn, vertically split into two datasets, DSs
∗ and DSc

∗, the former
associated with structural features and the latter associated with the contextual features;
thus, there are four datasets DSs

e, DSc
e, DSs

r and DSs
r.

As for the dataset building, an entry DS(i, ·) in DS is associated with each word wi in
W and, in particular, DS(i, j) represents the value that wi assumes on the feature Fi. For a
structural feature f , the value assumed by a word w on f is the number of times the letter
or the pair of letters associated with f occurs in w. Conversely, for the contextual features,
the value assumed by a word w on them is that previously listed.

3.2. Phase 1: Discriminating Prototype Search

In this phase, we consider only matrices DSs
e and DSs

r since the goal is the mining
of peculiarities in the structure of the words able to discriminate between We and Wr
and since the contextual features are already expected to be discriminative. Moreover,
the contextual features could affect the results since they hide difficulties of the user in
structural component of the words.

The idea of the approach exploits a non-negative matrix factorization technique and an
innovative optimization objective precisely designed for the situation at hand. The aim is
to decompose matrix DSs

e having size ne ×m into two less-ranked matrices Θe (having size
ne × np) and P s

e (having size np ×m). Here, P s
e represents the np prototype words, and Θe

represents the impact of each word in We for the emerging of each prototype. Analogously,
DSs

r should be decomposed as Θr · P s
r . In order to find matrices Θe, P s

e , Θr and P s
r , we

have to keep in mind three desiderata:

1. DSs
e ≈ Θe · P s

e ;
2. DSs

r ≈ Θr · P s
r ;

3. the prototype words should be able to discriminate between We and Wr.

To achieve the third goal, the sets of prototypes in P s
e and in P s

r should be as much
different as possible. Thus, for handling the goals, given matrices DSe and DSr, we aim at
finding matrices Θe, P s

e , Θr and P s
r such that the function

φs(Θe,P s
e , Θr,P s

r ) =
1

2ne
‖DSs

e −Θe · P s
e ‖2

F +
1

2nr
‖DSs

r −Θr · P s
r ‖2

F − γ(P s
e ,P s

r ) (1)

is minimized, where ‖ · ‖2
F represents the Frobenius norm and γ(·, ·) is the discriminating

power between P s
e and P s

r , as defined in the next section.

3.2.1. Discriminating Power

The discriminating power of prototypes P s
e and P s

r is defined with the aim of measur-
ing their ability in discriminating between populations We and Wr and, simultaneously, of
keeping P s

e and P s
r as good representatives, respectively, of We and Wr.

With this idea in mind, we build a discriminating power that computes all pairs of
distances between each prototype word in P s

e (resp. P s
r ) and the aim is that of minimizing

the sum of such distances.
In order to guide the optimization process in not magnifying feature not occurring in

the input sets to improve the discrimination power, we weight prototypes matrices for the
support of each feature in the input set, where the support of a feature is the number of
words in the input set matching the features.
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Definition 1 (Support). Given a dataset DS having size n×m and a set of structural features F ,
the support σ of F in DS is a m-sized vector where σ(i) = ∑j DS(i, j). The support matrix σ is
an m×m matrix having the elements of σ along the main diagonal and 0 elsewhere.

In order to compute the discriminating power, we need to introduce two transforma-
tion matrices. Let np ×m be the dimension of P s

e and P s
r having by construction the same

dimension. Firstly, consider the matrix I(np) defined as

I(np) = (U0
np , . . . , U

np−1
np )T

where Ui
np is a np× np matrix having ones on column i and zero elsewhere and ·T represents

the transpose. Secondly, consider the matrix J(np) defined as

J(np) = (∆np , . . . , ∆np︸ ︷︷ ︸
np

)T

where ∆np is the np × np identity matrix.

Definition 2 (Discriminating power). Given two prototype matrices P s
e and P s

r , the discrimi-
nating power is defined as

γ(P s
e ,P s

r ) =
∥∥I(np) · P s

e · σe − J(k) · P s
r · σr

∥∥2
F.

This function accounts for all pairs of distances between prototypes in P s
e and proto-

types in P s
r . Thus, the higher γ(P s

e ,P s
r ) is, the higher is the discriminating power.

3.2.2. Computational Issues

In order to solve the optimization problem consisting of minimizing the function φs
depicted in (1), we adopt the gradient descent algorithm where variables P s

e , P s
r , Θe and Θr

are updated by calculating the gradient of f and projecting the update on the non-negative
orthant Rn

+. Thus, we have:





P s(k+1)
r = P s(k)

r −∇φs

(
Θ(k)

e ,P s(k)
e , Θ(k)

r ,P s(k)
r

)

P s(k+1)
e = P s(k)

e −∇φs

(
Θ(k)

e ,P s(k)
e , Θ(k)

r ,P s(k)
r

)

Θ(k+1)
r = Θ(k)

r −∇φs

(
Θ(k)

e ,P s(k)
e , Θ(k)

r ,P s(k)
r

)

Θ(k+1)
e = Θ(k)

e −∇φs

(
Θ(k)

e ,P s(k)
e , Θ(k)

r ,P s(k)
r

)
(2)

where ·(k) indicates the matrix computed at the k-th iteration. In the following part of the
section, we report details only about the update of Θe and P s

e since the computation of the
update of Θr and P s

r follows the same line of reasoning.

Recall on Trace Derivative Computation

Preliminarily, recall that, given matrices X, Y, H and T, it holds that:

∂tr[XHY]
∂H

= XTYT ,
∂tr
[
XHTY

]

∂H
= YX,

where tr(·) denotes the trace, and that

‖X− YH‖2
F =tr

[
(X− YH)(X− YH)T

]
= tr

[
XXT

]
− tr

[
XHTYT

]
− tr

[
YHXT

]
+ tr

[
YHHTYT

]
.
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Thus

∂‖X− YH‖2
F

∂Y
=

∂tr
[
XXT]

∂Y
− ∂tr

[
XHTYT]

∂Y
− ∂tr

[
YHXT]

∂Y
+

∂tr
[
YHHTYT]

∂Y

=0− XHT − XHT +
∂YA
∂Y

+
∂BYT

∂Y

with A = HHTYT and B = YHHT , consequently

∂‖X− YH‖2
F

∂Y
=− 2XHT + AT + B = −2XHT + 2YHHT = −2(X− YH)HT .

Analogously

∂‖X− YH‖2
F

∂H
=

∂tr
[
XXT]

∂H
− ∂tr

[
XHTYT]

∂H
− ∂tr

[
YHXT]

∂H
+

∂tr
[
YHHTYT]

∂H

=0− YTX− YTX +
∂YHA

∂H
+

∂BHTYT

∂H

with A = HTYT and B = YH, consequently

∂‖X− YH‖2
F

∂H
=− 2YTX + YTAT + YTB = −2YTX + YTYH + YTYH

=− 2YTX + 2YTYH = −2YT(X− YH).

Finally

∂‖YXH− T‖2
F

∂X
=

∂tr
[
YXH(YXH)T]

∂X
− ∂tr

[
YXHTT]

∂X
− ∂tr

[
T(YXH)T]

∂X
+

∂tr
[
TTT]

∂X

=
∂tr
[
YXHHTXTYT]

∂X
− ∂tr

[
YXHTT]

∂X
− ∂tr

[
THTXTYT]

∂X
+ 0

=
∂tr[YXA]

∂X
+

∂tr
[
BXTYT]

∂X
− YTTHT − YTTHT

with A = HHTXTYT and B = YXHHT , consequently

∂‖YXH− T‖2
F

∂X
=YTAT + YTB− 2YTTHT = YTYXHHT + YTYXHHT − 2YTTHT

=2YTYXHHT − 2YTTHT = 2YT(YXH− T)HT .

As for the computation of Θe, the gradient of φs has to be computed relatively to
Θe and, then, since both 1

2nr
‖DSs

r −Θr · P s
r ‖2

F and γ(P s
e ,P s

r ) do not depend on Θe, it
follows that

∂φs

∂Θe
=

1
2ne

∂

∂Θe

(
‖DSe −Θe · P s

e ‖2
F

)
=

1
2ne

(
− 2(DSe −Θe · P s

e ) · P sT
e

)

= − 1
ne

(
DSe −Θe · P s

e
)
· P sT

e .
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Conversely, as for the computation of P s
e , the gradient of φs has to be computed

relatively to P s
e and, then, since 1

2nr
‖DSs

r −Θr · P s
r ‖2

F does not depend on P s
e , it follows

that

∂φs

∂P s
e
=

1
2ne

∂

∂P s
e

(
‖DSe −Θe · P s

e ‖2
F

)
− ∂

∂P s
e

(
γ(P s

e ,P s
r )
)

.

By separately considering the two elements of the sum, we obtain

∂

∂P s
e

(
‖DSe −Θe · P s

e ‖2
F

)
= −2ΘT

e (DSe −Θe · P s
e )

and
∂

∂P s
e

(
γ(P s

e ,P s
r )
)
=

∂

∂P s
e

(
‖I(k) · P s

e · σe − J(k) · P s
r · σr‖2

F

)

=2I(k)T(I(k) · P s
e · σe − J(k) · P s

r · σr
)
· σT

e

thus

∂φs

∂P s
e

= − 1
ne

ΘT
e (DSe −Θe · P s

e ) − 2I(k)T(I(k) · P s
e · σe − J(k) · P s

r · σr
)
· σT

e .

3.3. Phase 2: Context Analysis

In this phase, we consider only the matrix DSc
e since now the goal is to find the

contextual facets most affecting errors. To achieve this goal, we borrow outcomes of
preview phase and, in particular, matrix Θe that assesses how each dataset entry is related
to each prototype.

The first step consists of computing the values that prototypes assume on the contex-
tual features, namely the matrix P c

e having size n.
In particular, we aim at discovering the contexts associated with the discriminating

prototypes. Technically speaking, we borrow outcomes of the preview phase, namely
matrices Θe and Θr, which assess how each dataset entry is related to the each prototype.
Thus, we aim at finding matrices P c

e and P c
r minimizing

• φe
c = ‖DSc

e −Θe · P c
e ‖2

F
• φr

c = ‖DSc
r −Θr · P c

r ‖2
F

which is simpler than the problem tackled in the previous section since matrices Θe and
Θr are known, and then we obtain a system linear with respect to elements of P c

e and P c
r .

Thus, from the computational point of view, this corresponds to solving a nonnegative
matrix factorization problem with just one unknown matrix.

3.4. Phase 3: Known and New Pathology Identification

In this phase, we are interested in detecting the presence of encoded pathologies and,
simultaneously, the presence of hidden and/or non-encoded disorders.

For this analysis, we consider the error matrix and the pathology encoded matrix.
In particular, we exploit the result of the first phase as follows. Matrix P s

e contains the
prototypes of the errors; we aim at detecting if such a matrix encodes known pathologies
or witnesses the presence of an uncoded disorder.

Let Υ (nΥ ×m sized) be a matrix encoding known pathologies. For each pathology p
and for each contextual/structural feature f ,

{
Υ(p, f ) = 1 if f is involved in p
Υ(p, f ) = 0 otherwise,

and, then, we add to Υ an additional row u representing an uncoded pathology.
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Thus, we are interested in detecting matrix P p
e having size np × (nΥ + 1) such that the

function

φΥ =
1

2ne

∥∥∥∥
[
P s

e
∣∣P c

e
]
−P p

e ·
[

Υ
u

]∥∥∥∥
2

F
+

1
2
‖u‖2

F

with P p
e and u as unknowns is minimized. The member ‖u‖2

F corresponds to the Frobenius
norm of u and states that we aim at minimizing the effect of the unknown row since, the
other rows not being updated during the optimization procedure, such a procedure could
overfit data by imposing values to the unknown row.

Note that the matrix P p
e provides for each prototype the involvement of pathologies;

thus, by averaging its columns, we obtain indications about the involvement of each
pathology in the production of detected errors.

3.4.1. Computational Issues

In order to solve the optimization problem related to the third phase, namely to find
the matrix P p

e minimizing objective function φΥ, we resort to the gradient descendent
algorithm again and then we iteratively update P p

e by calculating the gradient of fΥ and by
projecting the update on the non-negative orthant, thus




P p(k+1)

e = P p(k)
e −∇φΥ

(
P p(k)

e , u(k)
)

up(k+1) = u(k) −∇φΥ

(
P p(k)

e , u(k)
)

As for the update of P p
e , the derivative of the cost function is

∂φΥ

∂P p
e
= − 1

ne

([
P s

e
∣∣P c

e
]
−P p

e ·
[

Υ
u

])[
ΥT∣∣uT].

As far as u is concerned, consider the matrix P p,Υ
e composed by the former nΥ columns

of P p
e and the matrix P p,u

e composed by the last column of P p
e . The cost function can be,

then, rewritten as follows in order to make the contribution of u efficient

φΥ =
1

2ne

∥∥∥∥
[
P s

e
∣∣P c

e
]
−
[
P p,Υ

e
∣∣P p,u

e
]
·
[

Υ
u

]∥∥∥∥
2

F
+

1
2
‖u‖2

F

=
1

2ne

∥∥∥∥
[
P s

e
∣∣P c

e
]
−P p,Υ

e · Υ−P p,u
e · u

∥∥∥∥
2

F
+

1
2
‖u‖2

F

and thus the derivative of the cost function with respect to u is

∂φΥ

∂u
= − 1

ne

(
P p,u

e

)T
([
P s

e
∣∣P c

e
]
−P p,Υ

e · Υ−P p,u
e · u

)
+ u.

4. Experiments

In this section, we present experiments conducted with the introduced technique.
The experimental campaign consists of two parts. First, we analyze the technique from
a technical point of view with the objective of showing the effectiveness of the approach
and the comparison with a standard methods. The second part is devoted at showing the
ability of the method in finding relevant knowledge.

4.1. Synthetic Data

In order to illustrate the behavior of the method, we built a synthetic dataset as follows.
We generate two random matrices each having n rows and m columns, with m ranging

from 25 to 500, n ranging from 25 to 500 and k = n/3. In particular, one set of experiments
is conducted by keeping n fixed to 1000 and by varying m and an other set of experiments
is conducted by keeping m fixed to 1000 and by varying n.
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Figure 2 reports a comparison with a standard non-negative matrix factorization
method and with kernel pca [21], which is an orthogonal linear transformation that trans-
forms the data to a new space such that the greatest variance by some scalar projection of
the data comes to lie on the first coordinate, the second greatest variance on the second
coordinate, and so on.

Figure 2c,d describes the value of the sum of the former two terms of Equation (1).
These terms represent how good the factorization approximates the input matrices, and this
is the unique goal of standard nnmf methods. The figure shows that, despite the fact that
the goal of our technique is relevantly changed, it is able to provide a good approximation.
Indeed, we study the behavior when the number of features changes and the number of
words is kept fixed at 1000 and, also, the behavior when the number of features is kept fixed
at 10,000 and the number of words change. In both cases, the difference in approximating
the original data is very low, witnessing that the proposed modification does not relevantly
change the approximation quality.

Figure 2a,b describe the cost of the approximation in terms of discriminating power.
Here, we note that the proposed technique is able to detect prototype words much more dis-
criminative than standard methods. This behavior can be observed both when the number
of features and when the number of words varies. As for kernel PCA, the coordinates are
used as prototypes even if, being designed for other purposes, they are not very effective.

0 200 400 600
number of features

0

5

10

15

20

Cost of approximation, number of words = 1000
standard nnmf
DSPD technique

(a)

0 200 400 600
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(b)

0 200 400 600
number of words

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

Cost of approximation, number of features = 10,000
standard nnmf
DSPD technique

(c)

0 200 400 600
number of words

0

5

10

15

20

25

30

35

Discriminating Power, number of features = 10,000
standard nnmf
DSPD technique
Kernel PCA

(d)

Figure 2. Behavior of the technique with respect to standard nnmf methods in terms of Cost of
Approximation (a,c), and Discriminating Power (b,d), by changing the number of words (a,b), and the
number of features (c,d).

4.2. Real Data

As for the real case of study, we employ data collected and suitably anonymized by
an Italian speech therapist center (http://www.logopediatherapeia.it). The tachistoscope
used is that described in http://www.iflogos.it/tachistoscopio-flo, since this tool has been
developed by the same authors of the present article; in any case, each tachistoscope pro-

http://www.logopediatherapeia.it
http://www.iflogos.it/tachistoscopio-flo
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viding the same information as output can be employed as input module of the presented
technique, in particular.

For each patient, the data were collected in three consecutive sessions, and each session
provided 75 words. Thus, we have datasets consisting of 225 words.

We started by the groups of two letters individuated by our technique as discriminative
and we gained the confirmation by domain experts of disorders related with these pairs.

To prove the ability of the method in individuating interesting pairs, we perform the
following experiments. We, first, isolate the words containing the top exceptional pairs.
Then, we build a dataset S with the other words and shuffle it. Next, we build the two
datasets We and Wr with the words coming from S. Iteratively, we inject words containing
exceptional pairs in the two datasets with different percentages and measure the rank
position of the exceptional pairs, namely we order the entry of the prototypes P s

e and P s
r

and measure the number of times in which the exceptional pair is in the first position.
Figure 3a reports the results of this experiment. Figure shows that the technique is able

to mine a pair of letters just if they have a discriminating power. Indeed, as the occurrence
of the pair reaches the 50%, namely We and Wr are similar with respect to the pair, and the
technique does not mine the pair anymore. Vice versa, as for the standard nnmf method, it
is not influenced by cross occurrences and then, since the pair is relevant at least in one
dataset, it is detected almost always in the same way.

Version July 18, 2022 submitted to Appl. Sci. 10 of 14
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Figure 3. Experiments on real data

3.4. Phase 3: Known and New Pathology Identification297

In this phase we are interested in detecting the presence of encoded pathologies298

and, simultaneously, the presence of hidden and/or non-encoded disorders.299

For this analysis, we consider the error matrix and the pathology encoded matrix.300

In particular, we exploit the result of the first phase as follows. Matrix P s
e contains the301

prototypes of the errors, we aim at detecting if such a matrix encodes known patholo-302

gies or witnesses the presence of an uncoded disorder.303

Let Υ (nΥ × m sized) be a matrix encoding known pathologies. For each pathology
p and for each contextual/structural feature f

{
Υ(p, f ) = 1 if f is involved in p
Υ(p, f ) = 0 otherwise,

and, then, we add to Υ an additional row u representing an uncoded pathology.304

Thus, we are interested in detecting matrix P p
e having size np × (nΥ + 1) such that

the function

φΥ =
1

2ne

∥∥∥∥
[
P s

e
∣∣P c

e
]
−P p

e ·
[

Υ
u

]∥∥∥∥
2

F
+

1
2
‖u‖2

F

with P p
e and u as unkowns is minimized. The member ‖u‖2

F corresponds to the Frobe-305

nius norm of u and states that we aim at minimizing the effect of the unknown row306

since, being the other rows not updated during the optimization procedure, such a pro-307

cedure could overfit data by imposing values to the unkown row.308

Note that the matrix P p
e provides for each prototype the involvment of patholo-309

gies, thus by averaging its columns, we get indications about the involvment of each310

pathology in the production of detected errors.311
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In order to solve the optimization problem related to the third phase, namely to313

find the matrix P p
e minimizing objective function φΥ, we resort to the gradient descen-314

dent algorithm again and then we iteratively update P p
e by calculating the gradient of315

fΥ and by projecting the update on the non-negative orthant, thus316
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Figure 3. Experiments on real data. (a) Behavior of discriminative pairs. (b) Behavior on known
pathologies.

A second part of experiments on real data has concerned the study of the behavior of
the proposed technique on recognizing known pathologies. In particular, the algorithm has
been fed with datasets referred to individuals with a single known pathology previously
diagnosed by experts. In this scenario, the accuracy of the method is measured and results
are reported in Figure 3b.

There are different pathologies generating different typologies of errors during tachis-
toscope sessions, among them

• visual dyslexia;
• superficial dyslexia where lexical pathways are compromised, but reading, although

difficult, is possible;
• phonological dyslexia where a phonological path is compromised since a correct associa-

tion between grapheme and phoneme is missing;
• deep dyslexia where the semantic path is compromised, and semantic paraphasias are

performed.
• dysidetic dyslexia where the representation of the word in its variations is difficult, and

the new words are not understandable;
• dysphonological dyslexia concerning a deficit at the level of grapheme phoneme mappings.

Figure 4 reports accuracy achieved on recognizing such pathologies. As expected,
visual dyslexia and superficial dyslexia are a bit confused since they share some characteristics;
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conversely, dysidetic dyslexia is the easier to be recognized due to the features related to
non-existing words.

However, it is worth noting that, in all cases, the proposed approach achieves signifi-
cantly good accuracy.
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Figure 4. Experiments on real data for different kind of dyslexia, namely visual (a), superficial (b),
deep (c), phpnological (d), dysphonological (e), dysidetic (f).

5. Conclusions

The paper presents a technique to mine knowledge from the output of tachistoscopes.
These devices provide two sets of words: those correctly answered and those erroneously
answered. The addressed problem is to fine intrinsic peculiarities of words able to discrimi-
nate between sets of words. Moreover, such peculiarities are used to detect the presence
of known pathologies. The proposed technique is based on a novel variant of the non-
negative matrix factorization method. Experiments on both synthetic and real data show
the effective of the technique and its ability to mine interesting knowledge.
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