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Highlights:

• Residual stress analysis via existing non-destructive or semi-destructive methods can be costly
and time-consuming, and therefore a cheaper and faster methodology is sought.

• This paper proposes a novel measurement device that combines hole drilling and digital image
correlation methodology comparable to ASTM E-837-13a.

• Cross-validation of the methodology was performed on a test specimen using conventional
methods and the results were found to be within +/−30 MPa.

• This device reduces measurement time from 2 h per point to 45 min and the cost of the experiment
is reduced from £50 to £1 per measurement.

Abstract: Residual stress often has a significant impact on part performance and lifetime. Existing
measurement techniques using strain gauges or non-destructive methods are often expensive and
time-consuming. This paper presents a low-cost, novel measurement device that uses digital image
correlation with the hole-drilling method to quantify the magnitude and preferred orientation of these
locked-in forces. A two-axis measurement device that rapidly drills and images the surface around
the hole was developed to measure residual stresses as a function of depth with sub-millimetre
resolution. Validation of the device and DIC methodology was performed using a four-point bending
specimen and comparison with conventional strain gauge methods. The results showed strong
correlations between the two measurement techniques, as well as the theoretical estimates. The
total cost of production was estimated to be approximately £380, which is significantly cheaper than
competitors. The device also substantially reduced the cost per measurement point (less than £1
vs. £50+) and shortened the experiment duration from 2 h per point to 45 min per measurement. A
functional, rapid, economical device has been designed and produced, which is currently being used
for residual stress analysis of industrial samples. The presented design is completely open-source,
and the relevant links are provided.

Keywords: residual stress measurements; hole-drilling method; digital image correlation;
microscopic techniques; semi-destructive methods

1. Introduction

Residual stresses are stresses locked into a material through plastic deformation. On
the macroscopic scale, they can be due to heat treating, machining and secondary processing
whereas, on the microscopic scale, they are typically associated with discontinuities in
the thermal expansion coefficients, yield stresses, rigidities or phase changes [1]. While
compressive residual stresses can sometimes be beneficial, for example by increasing
apparent tensile strength, tensile residual stresses can reduce fatigue strength [2] or induce
cracking [3] which leads to premature failure. For this reason, quantification of residual
stresses is crucial.
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The residual stresses in polycrystalline materials are categorised into three major
types [4–6]. Type I relates to the macroscale residual stresses distributed across the dimen-
sions of a part and contribute to its distortion by long-range gradients of plastic deformation
in the part. Type II refers to mesoscale changes on the scale of grain, which are normally
caused by the strain incompatibility between grains and the heterogeneous microstructure
such as dislocation cells inside grains. Type III, microscale stresses describe the variation
of the stress within a grain usually as a result of dislocations and other crystalline defects.
These stresses are additive, meaning the sum of these stresses contributes to the overall
residual stresses.

The nature of external force application means that near-surface residual stresses
are often the most influential in terms of structural integrity [7]. As the total stress is
equal to the sum of these stresses added to the applied stresses [8], characterising residual
stresses, specifically Type I stresses which impact the material performance and lifecycle
on a macroscale, is essential for any design and development, manufacturing and quality
control applications. Some critical industries include aerospace, where the demand for
fuel-efficient and lightweight aircraft has fuelled the need for high-strength and damage-
tolerant alloys for thinner web and wall features [9]. Another notable example includes
nuclear energy where the residual stresses at a welding zone must be monitored to avoid
stress corrosion cracking in nuclear power plants [10].

Residual stresses are of significant interest for many novel scientific methodologies
as well. Metal additive manufacturing techniques rely on rapid heating and melt-back
cycles which can result in undesired residual stresses in the part [11]. This can limit the
functionality and achievable print geometry [12–14]. Another topic of interest is composites,
where stresses can be generated within the laminates during the autoclave heating and
cooling cycles [15].

Although numerical predictions can be used to estimate residual stress, typically ex-
perimental validation is required. Semi-destructive techniques are dependent on inferring
the original stress from the displacement incurred by completely or partially relieving
the stress by removing material, leaving its overall structural integrity intact for testing,
repair or use [16]. These methods rely on the measurement of deformations due to the
release of residual stresses upon the removal of material from the specimen [17] and allow
for residual stress measurements at different stages of the material’s life [18]. The three
most widely used semi-destructive techniques are the deep-hole-drilling [19,20], ring-core
drilling [21,22] and the hole-drilling methods [23,24].

The hole-drilling method involves introducing a small hole into the surface of a
component at the centre of a strain gauge rosette to measure the relieved strains, and the
results are then processed to determine the residual stresses originally present at the hole
location [25–27]. It has the advantages of good accuracy and reliability, standardized test
procedures and convenient practical implementation. The damage caused to the specimen
is localized to the small, drilled hole, and is often tolerable or repairable. The principle
involves the introduction of a small hole (typically of diameter 1.8 mm and about 2.0 mm
deep) at the location where the residual stresses are to be measured. The method is mainly
used to measure Type I residual stresses which makes it particularly useful in applications
where macroscale stresses are dominant. Appropriate strain gauges cost a minimum of £50
and can only be used for one measurement. The process of gluing the strain gauge can also
be complex, requiring two hours or more.

Digital Image Correlation (DIC) is an optical technique used to track and register
changes in 2D or 3D measurements [28–31]. It is a non-contact method that measures full-
field displacements/strains through tracking subsets, which are a group of neighbouring
pixels that identify a region of the sample. These subsets require the use of speckle patterns,
which are random contrast points used to register and track each subset. Compared to
strain gauges, DIC offers significant advantages as summarised in Table 1.
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Table 1. Benefits of using DIC over strain gauges for strain relief quantification.

Strain Gauges DIC

Measurement errors:

Errors due to misalignment between
drilled hole and strain gauge rosette

No requirement for exact drilling-hole
alignment relative to the sensor (as long as it

remains in the field of view)

Manual application of strain gauges may lead to
imprecision in location, contact effectiveness, etc.

Repeatable measurements at the location of
interest—alignment performed digitally

Type of strain:

Single point measurement of strain—averaging
over a region

Full-field strain and deformation
measurement

Unable to quantify stress state in inhomogeneous
or anisotropic materials

Full-field residual stress data, suitable for
inhomogeneous and anisotropic materials

Economical aspects:

High cost per measurement (£50+) Low operation cost per measurement (£1)

Preparation time for applying the strain gauge
(Est. 2 h per point)

Fast and simple preparation of object
surface(45 min per measurement)

Some of the most common applications of DIC include tensile strain [32] and thermal
expansion coefficient measurements [33]. In recent years, DIC and similar speckle pattern
methods, such as electronic speckle pattern interferometry [34] have been applied to
destructive and semi-destructive residual stress measurements [35–37]. Another application
of DIC includes microscale residual stress measurements, such as the Focused Ion Beam-
DIC measurements [38].

A survey conducted in the UK, investigating the importance of residual stress mea-
surements for researchers and their industrial use, shows that 50% of the participants
indicated the residual stresses were of high importance and 30% ranked them as medium
importance [39]. Furthermore, the study highlights the hole-drilling measurement method
as the most popular measurement method. This shows a residual process device that can
simplify and innovate the hole-drilling measurement process has significant potential for
use in academic research and in industrial applications.

A review of academic and industrial collaborators was conducted to identify the key
benefits such a device must offer, summarised in Table 2. Highlights include fast measure-
ments with minimal preparation. The preparation process for hole-drilling measurements
with strain gauges can take up to 8 h [40]. For more complicated measurement methods,
such as synchrotron X-Ray measurements, the preparation can take months for an experi-
ment proposal and an appropriate beam time [41]. With the DIC hole-drilling measurement
method, this can be reduced to 45 min. Another important factor is the cost. This can be
significantly reduced via DIC as the only consumable required for data collection is the
paint for speckle patterns (less than £1 per point).

To achieve a DIC hole-drilling measurement device, a complete product development
cycle was followed, where a complete measurement device was designed and produced,
the results of which are presented here. This was followed by the validation of the DIC
hole-drilling measurement technique implemented in the device. The validation procedure
involved conducting a four-point bending test on a control sample, where residual stresses
were locked into the material. These stresses were then theoretically and experimentally
estimated using strain gauges and the DIC hole-drilling process, allowing for comparable
results to industry-standard techniques.
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Table 2. Target specification of device offered by the measurement device.

Specifications Details

Complete measurement process The device and the associated software take the user
through the complete measurement process.

Fast measurements Each measurement takes around 25 min with 45 min of
preparation.

Low cost per measurement Significantly reduces the cost of measurement by requiring
minimal preparation.

Non-contact measurements The surface of the material is minimally disturbed when
making measurements e.g., via the addition of strain gauges.

Fit for lab use Able to make measurements for different applications
(materials research, aerospace etc.).

Precise hole positioning and
incremental drilling Able to drill actuate both axes to a resolution of 0.05 mm.

Zero-point detection The device can detect the zero depth of the work sample.

Flexible Sample Size Can accommodate multiple sample sizes via flexible
clamping.

A low level of expertise needed The device and the associated software do not require
specialised knowledge to operate.

Evaluation process integrated The device evaluates the results of residual stress
measurements.

Comparable to ASTM E837-E13a The results are comparable to ASTM E837-E13a, the
hole-drilling method measurement standard.

Aimed towards the
lower-midrange market The device costs £380.

Open-sourced Documentation for the device is open-sourced.

2. Device Design

For developing the measurement device, existing commercial solutions, such as the
RS-200 [42], MTS3000-Restan [43], VIC-3D [44] and Prism ESPI [45] and novel experimental
setups [39,46] were analysed to develop the target specifications. This highlighted several
essential considerations for a combined hole-drilling DIC measurement device such as
the eccentricity and the depth resolution of the hole drilled, as well as the required reso-
lution for the DIC camera and its positional accuracy [47–51]. Beyond the capabilities of
these devices, DIY 3D printers and milling machines were considered which have similar
actuation requirements.

To design the measurement device, an iterative development cycle was followed.
Initial tests revealed that the device needed to incrementally drill through a sample and
capture an image at every increment. It was also determined that horizontal imaging
was key for achieving the stack of images where the displacements can be tracked. The
influence of microscale chips from the drilling also needed to be carefully considered. The
virtual and physical versions of the measurement device are shown in Figure 1.

The measurement sequence involved moving the drill, along the same axis as the
microscope, to the measurement point. After each increment, the drill returned to the home
position, capturing an image, which continued until the drilling operation was complete.
The actuation was achieved using stepper motors, NEMA 17, which have a maximum
motor speed of 2400 RPM and a step angle of 0.9◦ as well as low vibration and audible
noise. For both axes, 150 mm T8 lead screws with a 2 mm pitch were used along with
linear rail guides that ensured load bearing in all directions. Furthermore, lithium grease
was used to further reduce the effects of jerk and friction in the actuation. To control
the motors, EasyDriver motor boards were used that allow micro-stepping to achieve an
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actuation resolution of 0.05 mm. Beyond these considerations, any inaccuracies within the
actuation system were minimised by rigid body compensation, commonly used in DIC
applications [52,53].
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The drivers were connected to an Arduino UNO microcontroller, which was controlled
using a USB interface with a PC. The complete architecture for the measurement device is
shown in Figure 2.

To perform the drilling, a variable-speed, 130 W off-the-shelf high-speed drill was
used, with speeds ranging between 10,000 and 32,000 revolutions per minute. This range
was selected to accommodate the wide range of samples, such as titanium or carbon fibre,
and the varying sizes of holes. The drill was used in combination with an inverse cone
drill bit, which ensured the flatness of the hole increment drilled, in accordance with
hole-drilling theory [54,55].
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Figure 2. System architecture for the measurement device.

Grbl, an open-source CNC software [56], was used to implement well-defined and
reliable milling cycles, that were customisable for the test requirements. In addition, Grbl
allowed the device to be programmed in g-code with an easy-to-use GUI, which was simpler
than a low-level programming implementation. This allowed for the implementation of
a semi-automatic mode where the user can run the milling cycle, capture and assess the
images and continue the milling until the desired depth is achieved. The pseudocode for
the measurement cycle is shown in Table 3 (The code can be found at the following link:
https://github.com/earabul-sudo/RES-DIC-HD (accessed on 17 July 2022)).

Table 3. Measurement cycle for the semi-automatic operation of the device.

Semi-Automatic Mode

1: G28.1; Set the absolute home position

2: M8; Start chip blower

3: G1 X position Z position F feed rate; Move to the predefined drilling position, defined by the
user

4: G91; Switch to incremental drilling mode

5: G30.1; Redefine the current position as the secondary home position

6: G1 Z position; Lower drill over the hole based on the zero-point measurement

7: G1; Drill the increment, allowing for dwell to ensure the hole is formed

8: G30; Move the drill back to the secondary home position

9: G28; Return to the absolute home position, align the DIC camera over the sample

10: M0; Wait for user input to continue drilling, once the satisfactory images are captured

11: Repeat steps 3–10 process until the desired hole depth is achieved

To image the hole, a high resolution, 48 MP industrial microscope was used, in
combination with a 100× C-mount lens, selected based on a target speckle-pattern density
of 3–7 pixels [57]. This allowed the user to capture uncompressed, TIF format images as
well as providing easy-to-use software that can capture a stack of images. For homogenous
illumination of the measurement area, a ring light was used.

In addition to the 2-axis actuation, the device featured adjustable spacers to accommo-
date multiple samples. These spacers connected to an optomechanical breadboard, where
machined and 3D printed clamps could be mounted. This allows for adaptability, where
custom experiment setups could be easily prototyped and used.

https://github.com/earabul-sudo/RES-DIC-HD
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The device can also be used for large samples or use ‘in the field’ as it can be mounted
to a sample using the suction cups. The electronics box contains all the additional electronics
for increased durability required for this application. As for the packaging of the device,
the design relies on low-cost, durable laser cut, machined and 3D printed parts. Additional
functionalities include probing functionality for accurate zero-point depth detection and an
onboard chip blower. The key components used in the device along with their costing are
listed below in Table 4.

Table 4. Key components used in the measurement device and their costing.

No. Subsystem Quantity Part Name Cost Per Piece
(£) Total Cost (£)

1 DIC System 1
HAYEAR 48 MP Microscope Camera + 100× C-mount

Lens + 56 LED Ring Light For Soldering Repair +
Stand Holder

108.55 108.55

2 Drilling
System

1 TACKLIFE Rotary Tool Kit 35.99 35.99

3 1 1.6 mm Tungsten Carbide PCB Drill Bit 8.59 8.59

4 Speckle
Pattern

Application

1 Plasti-kote 3101 400 mL Super Spray Paint-Matt Black 5.02 5.02

5 1 Plasti-kote 3100SE 400 mL Super Matt Spray
Paint-White 5.02 5.02

6

The
Actuation

2 T8 Trapezoidal Lead Screw Lead Screw + T8 Nut 8.99 17.98

7 2 5 mm to 8 mm Shaft Coupling 6.49 12.98

8 2 Nema 17 Stepper Motor 10.00 20

9 4 LML12B Miniature Linear Rail Guide 150 7.99 31.96

10 2 EasyDriver Shield Stepper Motor Driver 5.99 11.98

11 1 Mechanical Endstop Limit Switch 6.99 6.99

12 1 Arduino Uno 9.99 9.99

13 1 Lithium Grease 5.06 5.06

14 Zero Depth
Detection 1 Alligator Clips Clamps 1.99 1.99

15 Sample
Attachment 1 52 mm suction cup with M4 screw 6.49 6.49

16

Packaging

26 RS PRO 15 × 15 mm 2 Hole Steel Angle Bracket 0.183 4.76

17 1 RS PRO M3 × 12 mm Hex Socket Cap Screw Black,
Self-Colour Steel (Pack of 100) 13.98 13.98

18 1 RS PRO Steel, Hex Nut, M3 4.02 4.02

19 1 Zinc Plated Steel Plain Washer, 0.5 mm Thickness, M3 1.11 1.11

20 1 Manufacturing Expenses 50 50

Total Cost 362.46

The operating principles of the measurement device are summarised in Figure 3. The
DIC hole-drilling measurements start by applying the speckle patterns to a sample. This
involves completely covering the sample with a thin layer of white paint. Once the white
paint completely dries, black paint is used to mark the speckle patterns, aimed to cover 50%
of the measurement area. This process takes 45 min, which is significantly quicker than
the installation of a strain gauge for residual stress measurement. It should be noted that,
as is the case for all DIC measurements, the precision of the displacement field estimates
is highly dependent upon the quality of the pattern contrast and density. This has been
the focus of numerous previous studies [58,59] and the good practice guidance outlined in
these studies was followed to refine the patterns used in this study.



Appl. Sci. 2022, 12, 7233 8 of 23

Appl. Sci. 2022, 12, x FOR PEER REVIEW  8  of  25 
 

The operating principles of the measurement device are summarised in Figure 3. The 

DIC hole‐drilling measurements start by applying the speckle patterns to a sample. This 

involves completely covering the sample with a thin layer of white paint. Once the white 

paint completely dries, black paint is used to mark the speckle patterns, aimed to cover 

50% of the measurement area. This process takes 45 min, which is significantly quicker 

than the installation of a strain gauge for residual stress measurement. It should be noted 

that, as is the case for all DIC measurements, the precision of the displacement field esti‐

mates is highly dependent upon the quality of the pattern contrast and density. This has 

been the focus of numerous previous studies [58,59] and the good practice guidance out‐

lined in these studies was followed to refine the patterns used in this study. 

 

Figure 3. Operating principles of the measurement device. Figure 3. Operating principles of the measurement device.

The next step is to align the hole-drilling rig using the live camera view. This is
followed by using the on-board probing functionality, where the red clamp and the copper
plate are used to determine the zero point of the measurement, as shown in Figure 4. Once
the z-position is acquired, it is written into the g-code script. The script is written for easy
adjustability based on this measurement. With all the arrangements completed, the device
is then rehomed.

Once ready, the drill is turned on and a reference image is captured. This is followed
by running the script in the GUI and starting the measurement. At each increment, the
device stops and waits for user input to capture an image. This is to allow for time to
evaluate the images and remove any chips that may remain in the field of view. Once
the desired hole depth is achieved and an image captured at every depth, the drill can be
turned off, concluding the measurement.
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3. Experimental Procedure

With the measurement device designed and produced, a validation strategy for com-
parable results to the strain gauge measurements needed to be determined. This involved
plastic deformation of a material through a standardised bending method to achieve known
residual stresses. The locked-in stresses were then measured using the hole-drilling method
with strain gauges, and the results were compared to DIC hole-drilling estimates. The
theoretical value of the stress can be determined using Equation (1), where σ is the bend-
ing stress, M is the moment on the neutral axis, y is the perpendicular distance to the
neutral axis and I is the second moment of area. The magnitude of the generated stress
was on the order of several 10’s of MPa, which aligns with the scope of the ASTM E837-
13a, the governing standard for hole-drilling techniques, allowing comparable results to
be achieved.

σ =
My

I
(1)

3.1. Strain Gauge Calibration Measurements

For the strain gauge calibration, a 4-point bending method was selected as it provided
a uniform stress distribution between the two central loading points where peak stresses
could be observed, and the strain gauges could be applied. Aluminium 6082 was selected
to be the sample material as it offers ductility, ease of machining and precise knowledge of
mechanical properties.

To ensure the sample did not buckle, the material length was chosen to be longer
than the experiment setup, and checks were performed via through Euler’s Critical Load
and Bending Calculations. Two Micro-Measurements EA-06-062RE-120 general-purpose
residual stress-strain gauge rosettes were positioned diagonally within the peak stresses
induced by the bending. For the surface preparation and gauge installation, Measurements
Group Bulletin B-129 was followed. The test sample with the rollers of the four-point
bending setup is represented in Figure 5.

As for testing equipment, a 50 kN Instron 3369 was used. A CNC machine was
preferred and then used to drill multiple holes incrementally, quickly and accurately.
To measure the strains, a data logger was used to arm the strain gauges and record
the measurements.

With the preparations completed, a preliminary 4-point bending test was performed
using a same-sized spare sample at a load rate of 5 kN/min up to a total force of 7 kN
(corresponding to a moment of 156 Nm). This force, in combination with the specimen
dimensions, can be used in combination with Equation (1) to determine that this corre-
sponds to a residual stress of 85 and −85 MPa at points T and C, respectively. It should be
noted that Equation (1) is the standard theoretical estimate for residual stress generated
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in a 4-point bend test using beam theory. This framework is based on the approximation
of negligible deformation of the specimen. Therefore, in order to ensure this estimate
remained valid, relatively low magnitude stresses were generated (<100 MPa). It should be
noted that the use of low magnitude stresses was also useful to quantify the sensitivity of
the method being developed. The estimated values of stress facilitated the validation of the
calculations of the force required for plastic deformation and was followed by repeating
the same procedure with the armed sample.
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The second stage of the experiment, the hole drilling, involved clamping the sample
to the CNC using machine vices with improvised supports. The holes were drilled using a
3-axis drilling program, where the machine coordinates were set to zero at each location
manually using a wide-field eyepiece. The machine RPM was 3500, with a feed rate of
0.1 metres per minute at incremental depth of 0.05 mm. Before any measurement, the
gauges were zeroed, and the strain was recorded as the holes were being drilled. The
process of quantifying the experimental residual stresses is as described in Appendix A.

By applying the Integral Method with Tikhonov Regularisation as detailed in Appendix A,
the Cartesian residual stresses at the strain gauges were estimated as a function of depth.
The results were as expected, where the stresses in Y and XY directions were measured
to be minimal, with the X Stresses shifting from tensile to compressive at points T and C,
respectively, as shown in Figure 6.

3.2. DIC-Based Measurements

Following the strain gauge calibration test, the DIC hole-drilling approach with the
measurement device was implemented. This involved drilling two holes to the tensile- and
compressive-stress-loaded edges of the control sample, near points T and C, respectively,
as shown in Figure 5. The testing procedure was as previously described, where bespoke
clamps were produced to support the sample, the sample was aligned using the live view
from the camera and, after collecting the zero-point and offset measurements, the g-code
script was edited to incrementally drill through the sample.

To achieve comparability to the strain gauge measurements, similar milling parameters
were used. This included a hole diameter of 2 mm with a depth of 1 mm at 10,000 RPM,
with a feed rate of 0.1 m per minute and increments of 0.05 mm of the drilling depth.
Assessment of the drilling depth was performed, and it was determined that this could
reliably be achieved within +/−5 µm. This precision ensured that the approximation of
equal depth increments associated with the hole-drilling procedure could be reliably used.

The DIC parameters were optimised based on the requirements of the experiment
and the lab environment. It was observed that the best results were achieved when
the environmental lights were turned off (to compensate for the flickering of the LED
lamps) [37,60].
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Furthermore, the images were pre-processed in accordance with good practice DIC
corrections [61]. This included rigid-body compensation, which aligned the image sequence
and compensated for minor displacement errors due to actuation. Another technique used
was image averaging, which increased the signal-to-noise ratio in the images [62], allowing
for less noisy results.

With the optimum parameters determined and the images pre-processed, the displace-
ment data from the image sequence was extracted using the open-source DIC software,
Ncorr [63]. Figure 7 shows the X and Y displacements in the last image of the sequences,
where the maximum displacements were measured. To estimate the error arising from the
size and distribution of DIC particles, the standard approach of determining the deviation
from the expected hole-drilling relief curves was used [35]. The complete list of key vari-
ables used in the experiment is summarised in Table 5, and the strain fields derived from
the displacement fields can be found in Appendix B.

The images clearly illustrate the effect of strain relief due to the hole drilling, which
can be separated from the background noise. However, a number of small circular artifacts
with a ring of displacement at their edges were also observed within the displacement field.
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A careful review of these locations revealed that this arose from aliasing of markers. Fortu-
nately, the displacement change induced by this effect was equal and opposite on either
side of the circle. Therefore, the averaging performed over the virtual strain gauges meant
that this phenomenon had little to no effect on the strain measurements obtained. This
suggests that despite the significant refinement performed to optimize the surface speckle
pattern, further improvements are required in terms of the number/size of contrast points.

Calibration of the correlation system was performed via both physical data collection
and the generation of virtual data sets via image manipulation. In the first case, two data
sets were collected. The first was based on repeated image collection without drilling
(or movement), which was used to generate a baseline estimate of the error associated
with image noise when no movement or strain change was physically induced. The strain
estimates resulting from this analysis were better than 10−6, demonstrating that this was
likely to be the baseline sensitivity for the device/software. In the second case, sequential
images were collected as the sample was incrementally rastered in the X direction with a
step size of 50 µm to assess the impact of bulk shift. The resulting strain estimates were
similarly on the order of 10−6, demonstrating that the software was capable of correcting
for bulk drift without outputting artificial strain estimates. Stage accuracy was also tested
during this process by repeatedly imaging a nominally identical location before and after
a stage movement (plus homing). This process revealed that alignment could be reliably
achieved to within 15 µm. This is significantly less than the 10′s of microns shift typically
induced in the sample during milling and therefore it was deemed to be acceptable for
subsequent analysis.

Table 5. Key parameters used in the experiment.

Category Parameter Selected Value

Experimental
Setup

Image Resolution and Frame Rate 2.7 k @ 30 FPS

Speckle Pattern Density 3–7 Pixels, with a target of 50%

Image Format 8 bit, TIFF

Illumination used Ring light, perpendicular to the
sample

Pre-processing
Images Averaged 25 images each increment

Rigid Body Compensation Yes, the first image reference

DIC Settings

Image Region Analysed 3 × 3 mm section surrounding the
drilled hole

Correlation Subset Radius 48 pixels, circular section

Subset Spacing 2 pixels

DIC Calculation Algorithm Inverse compositional method [63]

Residual Stress
Estimation

Calibration Factors Adjusted for the DIC method and
hole size

Hole Diameter 2 mm

Youngs Modulus 70 GPa

Poisson Ratio 0.33

Image manipulation was next used to assess the precision of the DIC measurements
by artificially inducing an apparent strain and drift in a speckle pattern image. This was
performed by using the software ImageJ to implement a digital zoom of the image from 90%
to 110% in increments of 1%. Drift was simulated by incrementally translating the image
by 20 pixels in both vertical and horizontal directions, in a step of 2 pixels. It was found
that the estimates of strain from the digital zoom were correct within 10−7 and that the
digital drift was fully accommodated (strain values of 0). There was therefore confidence
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that the correlation system was calibrated effectively and that the estimates of strain were
likely to be reliable.

It should be noted that the hole-drilling methodology is based on the assumption
that the hole drilled into the sample is cylindrical in form. Whilst it is clear that the exact
shape of the milled hole is highly sample dependent, in particular on material, clamping
and, therefore, geometry, it will also be dependent upon the design of the milling rig. To
gain an indication of the performance of the use of the rig on this sample, the roundness
of the holes on the surface were assessed during the milling process. It was found that
this measure decreased from 1 at the start of milling to values of 0.9991 and 0.9987 at the
final depth for the T and C locations, respectively. This indicated that although the hole
did become elliptical this transition was minor, suggesting that this sample was likely well
mounted and that the rigidity of the rig was sufficient to prevent significant deviations
when milling this aluminum alloy.
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To achieve comparable results, hole-drilling measurements were evaluated by mim-
icking strain-gauge measurements, allowing for more direct implementation of the integral
method described in ASTM E837-13a.

Figure 8 shows the positioning of the virtual strain gauges, used to extract strain relief
curves from the image sequence. This was achieved by implementing virtual extensome-
ters that measured directional displacements relative to the reference image at the same
location as that measured by the real strain gauge (Micro-measurements EA-06-062RE-120).
The size of these strain gauges was 1.57 × 1.16 mm2 with the closest edge of the gauge
being 1.35 mm from the hole center at 0◦, 45◦ and 90◦ angles relative to the primary axis.
These displacements were then converted to strains by dividing them by the length of
the extensometers.

The final step in the evaluation involved implementing the integral method using
the strain curves extracted from the measurements. This was achieved by combining the
methodology described in ASTM E837-13a and the strain-gauge formalism for optical
measurements published by Schajer [64]. The formalism allowed for adapting the DIC mea-
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surements to the standard through a well-defined experiment methodology and updated
calibration coefficients, allowing for a straightforward implementation.
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4. Results and Discussion

Figure 9 compares the Cartesian residual stresses calculated for the strain gauge and
the DIC measurements as a function of depth at points T and C. Compared to the strain
gauge measurements, the DIC results show similar trends, where the strains in all directions
align with reference measurements.

While both holes for strain gauge and DIC measurements were drilled starting from
the surface of the sample to a hole depth of 1 mm, significant errors were observed at
the initial measurement depths, which can be seen in the DIC XY strain measurement at
point T. This was initially unexpected, as the initial strain relief at the surface was expected
to be minor. However, upon further investigation it was revealed that this artifact was
associated with the ‘bedding in’ of the drill bit and the associated lateral forces as the hole
was established. Despite making use of rigid-body compensation and imaging-averaging
error, the sensitive nature of DIC means that even very small sub-pixel offsets can lead to
blur in the averaged images leading to inaccurate subset tracking. However, as more strain
is relieved, the residual stresses are more accurately tracked and measured. Therefore, only
measurement points between 0.2 mm and 1 mm were analysed.

Another factor which needed to be accounted for in the precision of the DIC measure-
ments was the eccentricity of the hole. Measurement of the shape of the final milled shape
provided quantitative estimates of this value of +/− 0.05 mm for both points T and C. The
influence of this on the resulting stress/strain estimates has been the focus of previous
research [65,66], which revealed that this value corresponds to a nominal increase in the
relative error of 5%. Accordingly, the confidence limits of the DIC results were modified to
account for this effect as shown in Figure 10.

Although the strain gauge measurements for both holes aligned with the theoretical
estimations, deviation in the measurements could be observed as the gauges were incre-
mentally drilled. As is the case with most metals, the single crystal of the aluminium
6082 alloy used in this study is anisotropic. However, given that the nominal grain size
for this material is expected to be between 1 and 10 µm, there will be between 106 and
109 grains within the gauge volume. It is possible that some preferred grain orientation
was induced by the manufacturing process, however this was expected to be minimal.
Therefore, it was believed that the grain orientation was close to random and that an
isotropic approximation for the macroscale behaviour was a good approximation. These
errors may be due to experimental errors, such as drill wear, heat and vibrations induced
by the drilling, or minor eccentricity and concentricity errors [67–69].
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At point T, both strain gauge and DIC measurements were observed to align, with the
highest measurement deviation observed in X strains, with a mean measurement error of
30 MPa. This can be due to the positioning of virtual extensometers compared to the strain
gauges, where small positional deviations can lead to notable measurement offsets. At point
C, a similar error was seen in the X strain as well, with a mean measurement error being
73 MPa. These errors were expected due to the semi-destructive nature of the hole-drilling
method, which prevents measurements to be conducted at the same position, resulting
in an underestimation in the estimated stresses. However, while the measurements were
conducted at an offset, similar trends to the strain gauge measurements were observed,
which indicates the displacements were tracked accurately, leading to accurate residual
stress calculations.

One interesting result that arose from this analysis is that the magnitudes of the
residual stress estimates obtained at both points T and C tended to be moderately more
compressive than the theoretical estimate (by several 10′s of MPa). The likely origin of this
discrepancy is the compressive residual surface stresses induced in the surface of the bar
by the forging and machining processes. Despite the annealing process applied to the bar,
these relatively low magnitude forces appear to have been retained. In particular, it can
be seen that there was a discrepancy between the residual stress values obtained at the
surface of the sample, and those at larger depths. Given the close agreement between the
two independent measurement techniques, it is likely that this is a real effect that indicates
the surface of the test specimen experiences a stress state different to the bulk. This is a
common effect in these types of specimens that arises from the manufacturing process, so
it is not unexpected. It will however, lead to an increase in the confidence bounds of the
average value as shown in Figure 10.

Overall, the measurement technique was proven to estimate accurate mean residual
stress estimations. The average deviation between the measurements and the theoretical
estimations was estimated to be less than +/−30 MPa, which is within the accepted
tolerance of ASTM E837, as shown in Figure 10.

Device Performance Critique

This paper aimed to develop a low-cost, novel measurement device that combines
the DIC and the hole-drilling method. The device was successfully implemented, and
offered significant timesaving, where the preparation time was reduced from 2 h per point
to 45 min per measurement. It should be however noted that the length of the experiments
remains comparable; both measurement methods take around 25 min for a 1 mm deep hole.
The measurements validated the performance of the device as well, where a hole-drilling
resolution of 0.05 mm and full comparability to the ASTM E837-13a were achieved.

A key challenge that needs to be overcome when performing the hole-drilling mea-
surement technique is to ensure that the position of the milling increment is well aligned to
the starting point. There are four key methods that can be used to improve the reliability of
this process:

1. Ensure the sample is held securely. In this study, this was achieved by designing a
range of sample holders specifically tailored to standard shapes/component designs.
However, this is something that the user needs to keep in mind when performing
this type of analysis, meaning that subsequent gripping methods may be required for
non-standard geometries.

2. Maximize the rigidity of the rig. Flexibility in the rig may lead to deformation of
the rig/assembly during the milling/actuation process. Therefore, the design was
specifically tailored and subsequently optimized in order to reduce deflection during
these processes.

3. Minimize the mass of the actuated components. Reducing the mass of the milling section
of the rig reduces the force required by the motors in order to perform movements.
Mass refinement was used extensively in the design of these sections of the device to
ensure that the rig can be realigned to the highest precision possible.
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4. Make use of reliable references and a repeatable actuation system. An extensive design proce-
dure was implemented to maximize this aspect of the design including the selection/use
of lead screws, couplings, guides and suitable motors, as well as lubrication grease.

The resulting system was tested to quantify the alignment offset associated with the
design, which was found to be at worst approximately 15 µm. This magnitude offset is
on the same order of magnitude as errors in tool shape or the flexing of the drill bit and
therefore this was deemed to be acceptable.

Another significant benefit was the cost, where the cost of the experiment was limited
to the running costs, such as the cost of the paints and the drill bit. This eliminated the
need to buy and install specialised equipment, such as strain gauges, data loggers and
terminal connectors. The cost of the device is also estimated to be significantly lower than
the equivalent strain gauge measurement devices, such as the RS-200, which has a price of
£6200 [70]. The device has a production cost of £350, which is kept minimal for the mass
adoption of the device, particularly in developing countries where the cost of residual
stress equipment and the associated measurements can be prohibitive. All the assembly
drawings, manual, g-code and calibration coefficients required have been provided for
free, in an open-source format in the Supplementary Materials of this paper. The ‘self-
construct’ nature of the device also overcomes the need for a license or installation cost from
a specialist, albeit at the cost of the time/effort required to produce and assemble the device.
Other major benefits include the need for little expertise to operate the measurement device
and open-source documentation, allowing researchers worldwide to benefit.

One additional factor which should be highlighted is that the software used to control
the device (Grbl) and perform the DIC (NCorr) are free, open-source packages, meaning
that there is no cost associated with this aspect of the device. In this study, all analysis was
performed on a mid-range laptop (CPU: Intel Core i7-8565U Graphics: Nvidia GeForce
MX150 RAM: 4GB) within a few seconds. This means that it would be possible to run the
required simulations on a low-spec machine within a few minutes, further increasing the
accessibility of the approach presented.

While all the project objectives were achieved, several steps could be taken in future
in order to improve the performance of the measurement device. A key consideration
relates to increasing the reliability of the measurement device for “in field use”, such as
for pipeline inspections [71,72]. These improvements can include better ingress protection,
various mounting options, increased durability and increasing the reliability of the drill
positioning through closed-loop motor controllers and positional feedback.

5. Conclusions

This paper details the development and validation of a low-cost, novel residual stress
measurement device that utilises the DIC and hole-drilling method. The measurement
device is significant for both academic and industrial use-cases, offering significant benefits,
such as cost and time savings when compared to a strain gauge or more complicated
residual stress measurement techniques. The measurement device features two-axis ac-
tuation, where a microscope and a drill are attached on the horizontal axis. Following
the application of speckle patterns and aligning the sample, the device rapidly drills the
desired hole, and images using a microscope, allowing for a sequence of images to be
captured for measuring residual stress at the hole position. After the device was produced,
the DIC hole-drilling technique was validated via a four-point bending test, where the
locked-in stresses were evaluated using strain gauges and the DIC. The results aligned
closely, with a deviation of less than +/− 30 MPa in the calculated mean stresses, validating
the measurement approach. The measurement device is available at the University of
Bath and further information regarding the project can be found at the following link:
https://github.com/earabul-sudo/RES-DIC-HD (accessed on 17 July 2022).

https://github.com/earabul-sudo/RES-DIC-HD
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Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/app12147233/s1, Supplementary material includes: Assembly
drawings detailing the measurement device. Manual describing the operation of the device. The
g-code script and the milling parameters used for conducting the DIC experiments. The calibration
coefficients, a and b, for calculating the residual stresses using the DIC and strain-gauge hole-drilling
methods. Speckle pattern images for points C and T showing the evolution of the speckle patterns
during drilling. Every fifth image is provided due to file size restrictions.
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Appendix A

In order to quantify the experimental residual stresses, the Integral Method with
Tikhonov Regularisation was used, as suggested in ASTM E837-13a [73,74], which calculates
the non-uniform stresses at each step.

Figure 6 shows the physical interpretation of a non-uniform stress. The key results of
a residual stress measurement are the maximum principle stress σmax, minimum principle
stress σmin, and the angle, β at each depth increment. These results are positioned relative
to the strain gauge orientation and could be compared against the yield criterion of the
material and the application requirements.
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Figure A1. (a) Hole geometry and the non-uniform stresses. (b) Representation of the hole-drilling
method with principal stresses σmax, σmin and the angle β shown with respect to the strain gauges.

The integral method involves calculating the combinational strains, shown in
Equations (A1)–(A3), where ε1, ε2, ε3 are strains measured via the gauges, pj is the isotropic
combinational strain, qj is the shear strain acting at 45 degrees, and tj is the xy shear strain.

pj = (ε3 + ε1)j/2 (A1)

https://www.mdpi.com/article/10.3390/app12147233/s1
https://www.mdpi.com/article/10.3390/app12147233/s1
https://github.com/earabul-sudo/RES-DIC-HD
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qj =
(ε3 − ε1)j

2
(A2)

tj = (ε3 + ε1 − 2ε2)j/2 (A3)

where j refers to the number of hole depth steps. The standard errors of these strains are
calculated using Equations (A4)–(A6).

p2
std =

n−3

∑
j=1

(
pj − 3pj+1 + 3pj+2 − pj+3

)2

20(n− 3)
(A4)

q2
std =

n−3

∑
j=1

(
qj − 3qj+1 + 3qj+2 − qj+3

)2

20(n− 3)
(A5)

t2
std =

n−3

∑
j=1

(
tj − 3tj+1 + 3tj+2 − tj+3

)2

20(n− 3)
(A6)

where n is the number of steps and 1 ≤ j ≤ n− 3. Using the calibration factors provided
in ASTM E837-13a, the calibration vectors can be formed at each hole depth increment,
denoted as a and b.

The calibration constants are derived from FEA [75,76], however, they are nearly
material independent, varying by less than 2% between materials. Note the calibra-
tion coefficients provided are for a 2 mm hole and therefore need to be adjusted with
Equation (A7), where d is the hole diameter.

aadjusted = (
d
2
)

2
∗ a (A7)

The residual stress at each hole depth is estimated using Equations (A8)–(A10).

aP =
E

1 + v
p (A8)

bQ = Eq (A9)

bT = Et (A10)

For a few milling steps, Equations (A8)–(A10) can be effective. However, with more
hole steps, matrices a and b can become ill-conditioned, leading to significant errors.
Therefore, Tikhonov regularisation needs to be applied.

This involves forming a “second derivative” matrix c, Equation (A11):

c = [0 0− 1 2 1− 1 2 1− 1 2 1 0 0 ] (A11)

where the number of rows equals the number of hole depth steps used. The first and last
rows contain zeros; all other rows have [–1 2 –1] centred along the diagonal.

By implementing Tikhonov second-derivative regularisation on Equations (A12)–(A14),
P, Q and T are calculated:

(aTa + αpcTc) P =
E

1 + v
aT p (A12)
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(bTb + αQcTc)Q = EbTq (A13)

(bTb + αTcTc)T = EbTt (A14)

The factors αp, αQ and αT control the amount of regularisation used which smooth
results. Small numbers ranging from 104 to 106 are suitable for the initial guess. Once an
initial value is calculated, “misfit” vectors are calculated using the Equations (A15)–(A17),
indicating strain differences:

pmis f it = p− 1 + v
E

a P (A15)

qmis f it = q− 1
E

b Q (A16)

tmis f it = t− 1
E

b T (A17)

and mean squares are calculated using the Equations (A18)–(A20):

p2
rms =

1
n

n

∑
j=1

(
pmis f it

)2

j
(A18)

q2
rms =

1
n

n

∑
j=1

(
qmis f it

)2

j
(A19)

t2
rms =

1
n

n

∑
j=1

(
tmis f it

)2

j
(A20)

These calculated mean squares are compared to the initial standard errors calculated
using Equation (A1). If the results are within 5%, the calculated combinational stress values
are accepted. If this is not achieved, the new regularisation factor is iterated using the
Equations (A21)–(A23).

(αP)new =
p2

std
p2

rms
(αP)old (A21)

(αQ)new =
q2

std
q2

rms

(
αQ
)

old (A22)

(αT)new =
t2
std

t2
rms

(αT)old (A23)

Once accepted, the Cartesian stresses with respect to Figure 6 are calculated using the
Equations (A24)–(A26).

(σx)j = Pj −Qj (A24)(
σy
)

j = Pj + Qj (A25)(
τxy
)

j = Tj (A26)

and the principal stress and their directions are calculated using Equations (A27) and (A28).

(σmax)k, (σmin)k = Pk ±
√

Q2
k + T2

k (A27)

βk =
1
2

arctanarctan
(
−Tk
−Qk

)
(A28)
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