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Abstract: This study analyzes the mistakes students are prone to make in programming and uses the
GDB and Valgrind tools to implement dynamic analysis techniques for their eventual application
to programs created by students. In the analysis process, spectral error localization technology is
used to strengthen the dynamic analysis to find errors more accurately. The analyzed results are
sorted and corresponding feedback is given to students in order for them to better understand the
content of errors when revising the program and classifying and counting the types of errors made.
This study sorts mistakes frequently made by students and topics in which students are likely to
make certain mistakes. The developed system was implemented in experiments including students
from a programming course who were divided into two groups, namely the experimental group and
the control group. A system for both groups of students to upload and submit assignments and a
code analysis and feedback improvement system were used. Students in the control group only used
the assignment uploading and submitting system for basic assignment uploading, verification, and
the comparison of test data. After the program was entered, declarative sentence disassembly and
dynamic slicing were suggested. Data were sent to GNU Debugger (GDB) and Valgrind for spectral
error location; the classification and recording of error types; and the interpretation of the number
of error lines, error types, and related variables. Feedback and a generated report were sent back to
the student interface to provide effective and useful feedback to the students in the experimental
group for them to revise their homework and record the types and number of errors they made in
that week’s homework in the database. The answers provided by the students to the questions were
recorded. The analysis of the pass rates of the students in the experimental and control groups for
each homework test aided the understanding of the differences in the learning success of the two
groups of students each week. The weekly pass rates and the numbers of measured errors in the
experimental group compared with in the control group were input into a distribution map to allow
us to better understand whether there was any positive correlation between the detected information,
feedback to the students, pass rates of the tests, and other related data. The system statistically
obtained feedback and the degree of improvement of homework programs; then, it distributed
specially designed questionnaires to all students to directly obtain and quantify their feedback and
perceived benefits of this system, thereby verifying the effectiveness of the system and its practicality.

Keywords: program analysis; automated debugging; fault localization; dynamic slicing; debug;
questionnaire; statistical analysis

1. Introduction

The ability to write programs has recently gained importance. Nearly 30 countries
have formulated policies in this regard, hoping to strengthen the information capabilities
of their citizens from an early age to improve the overall competitiveness of the country. In
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2017, Japan proposed the “Future Investment Strategy 2017” and planned to incorporate
programming education into the curricula of the compulsory education stages of primary
and secondary schools from 2020 as well as further improve the digital teaching materials
and evaluation system [1]. The UK also incorporated programming into the curriculum
in 2014. There, children start to learn the basics of programming at the age of five, and by
the age of eleven they must have the ability to use two programming languages. Besides,
universities require at least half of the undeclared students to study programming within
five years before graduation to prepare to learn about and apply their knowledge to
artificial intelligence.

In a society heavily reliant on information and electronic devices, letting the public
understand the principles of program operation could help people to avoid being help-
less with respect to information technology (IT). However, not everyone knows how to
write programs, but with the aid of basic computational concepts, it is possible to think
about more diverse ways of using IT and the Internet. Students can also obtain better
logical thinking from correct programming education, thus enhancing their creativity and
preparing for solving many related problems in their future.

Learning programming is crucial, but only a few people know how to write programs
in the IT departments of universities; only rarely, one can write a system that can be
used. One of the problems is that students have too little practical experience, and writing
good, stable, and reliable programs requires time-consuming trial-and-error processes and
failure-related frustration. A good programming support platform is important to help
students overcome the obstacles of programming. Patil et al. [2], Paiva et al. [3], and Jung
et al. [4] reported that to reduce the development time or realize the submission of an
assignment in a given period, students/programmers widely use social media, especially
Google, to find recommendation systems that can suggest a program according to their
requirements. The efficient, accurate, and fast development of a code or an assignment
depends upon the accurate recommendation given by the system. Wrong recommendations
lead to inaccurate software/assignment development, as well as a wastage of time for the
student/programmer. Other approaches involve an assessment conducted by students
themselves against reference implementations, each with their own mutations, to assess
how many of the mutations students can identify in the tests; this naturally encourages
students to check their solutions more accurately, rather than have them develop an over-
reliance on auto graders [5]. Patil et al. [2] and Lucas et al. [6] proposed both multiple-choice
feedback in an online quiz system and the automated assessment of student programming
tasks. Using these systems, students can submit their programming assignments numerous
times before a deadline and obtain feedback for further improving their code or for fixing
mistakes, promoting just-in-time learning (Joan et al. [7]; Yana et al. [8]; Sychev et al. [9]).
These systems also allow instructors to save substantial time in terms of manually grading
programming assignments and to focus on the pedagogical design of courses.

Although previous research has contributed to the development of automatic feedback,
few studies have empirically explored designing formative feedback for programming
assignments. If there is only right or wrong evaluation feedback, students are under
pressure due to insufficient skills, improper time arrangement, low interest, and other
factors, and these pressures are important reasons why students find it difficult to learn
programming well. This research study analyzes the errors that students are prone to make
when writing programs in programming courses and uses the GDB and Valgrind tools to
implement dynamic analysis techniques for their eventual application to student-made
programs. Ways of providing good feedback and giving corresponding exercises can
significantly improve the success rate of students by giving them the chance to correct their
own programming mistakes as compared with only providing correct or wrong feedback.

In this study, we propose to develop a code debugging and feedback system to achieve
three objectives. (1) The system is designed to provide teachers with quick programming
assignments according to the teaching progress, automatically correct grading, and allow
teachers to provide more students with practical programming experience in one course,
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thus reducing the pressures of producing and grading a large number of programming tests
on teachers. (2) It is designed to be used by students to upload programming assignments
and quickly report errors in their programs. According to the logic, grammar, structure,
and algorithm used by students, as well as their programming abilities, various types of
useful feedback and revision directions can be automatically prompted, which can greatly
strengthen the programming design abilities and learning motivation of students, as well
as the overall learning effect. In this way, the goal of half of the college students learning
programming can be achieved. (3) Lastly, the system is designed to generate relatively
different types of programming questions according to the progress of the class, which
can provide teachers with quick and accurate programming exercises and can carry out
progressive learning according to the difficulty of the exercises.

In this paper, Section 2 presents the concepts and technologies used in this study,
Sections 3 and 4 present an analysis-based approach for fault detection and feedback, and
Section 5 presents the architecture of the system, experimental process, and results. Then,
the conclusions of this study are presented in Section 6.

2. Research Background
2.1. Control Flow Graph

The control flow graph [10,11] is a directed graph mainly used for static analysis and
can display all branches during the execution of programs; it contains if-then-else, while,
and do-while controls (Figure 1). It can easily encapsulate the information per each basic
block and can locate the inaccessible codes of a program.

Figure 1. Flowchart. From left to right: if-then-else and do-while controls.

2.2. Dynamic Dependence Graph

The dynamic dependence graph converts the results of dynamic slicing into graph-
ics [4]. Its advantage is that it makes it easy to find the for-or-while statement in dynamic
slicing and to iterate several times, and it clearly indicates the statements affected by each
iteration. A primary limitation of this graph is that if there are too many sentences in
dynamic slicing, it is complicated. A reduced dynamic dependence graph can be used to
simplify the dynamic dependence graph [12,13].

2.3. Spectrum-Based Fault Localization

Spectrum-based fault localization uses test cases and their corresponding code cover-
age to evaluate each program element to determine the possibility of errors in the program.
Spectrum-based fault localization was first applied in botanical studies by Jaccard [14]
in 1901. Since then, many researchers have used it in other fields (including software
debugging) and further improved it. In 2017, Tang et al. [15] compiled the currently
used spectrum-based fault localization technology, and in 2018, Javier et al. [16] selected
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4 methods with the best results from the existing 18 spectrum-based fault localization
methods. The ranking order of these methods was selected to be Kulczynski et al.’s [17],
Wong et al.’s [18], Ochiai et al.’s [19], and Janssen et al.’s [20] methods. Fault localization
techniques on real vs. artificial faults were compared and reported for the first time by
Pearson et al. [21]. It was found that techniques that localized artificial faults best did not
perform well on real faults. Xie et al. [22] proposed spectrum-based fault localization to
represent the effectiveness of the risk evaluation formula framework based on the concept
that the determinant of the effectiveness of a formula is the number of statements with risk
values higher than the risk value of the faulty statement. Xie et al. [23] demonstrated that
SBSE could be used to automatically design such a formula by recasting this as a problem
for genetic programming.

The system detects the wrong program and the program spectrum; records the path
of the program in the test; blocks the statement of the program, which is relatively active
when the test fails; and applies the formula to calculate each statement or program area in
the program. In the error probability score for the block, the higher the score is, the higher
the probability of an error is when the program is executed. Its formula usually contains:

1. Nf(e). The test successfully executes line e of the program, and the test result is the
number of failures;

2. Nf(e). The test does not execute line e of the program, and the test result is the number
of failures;

3. Ns(e). The test successfully executes the e-th line of the program, and the test result is
the number of successes;

4. Ns(e). The test does not execute line e of the program, and the test result is the number
of successes.

Using these factors, the formula is as follows:

Jaccard′s formula =
Nf(e)

Nf(e) + Nf(e) + Ns(e)
.

2.4. Program Slicing and Decomposition

Program slicing comprises two techniques, static slicing and dynamic slicing [24–26].
The static slicing proposed by Mark Weiser refers to selecting a specific variable V and
separating and testing the program statements that make it functional on the premise
that it does not affect the overall program behavior. It is often used in maintenance and
verification testing.

Taking Figure 2 as an example, the results of the static slicing of X, Z, and TOTAL are
shown in Figure 3.

Figure 2. Static slicing sample code.
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Figure 3. Result of static slicing of X, Z, and TOTAL.

Agrawal et al. presented the idea of dynamic slicing [27], which involves selecting
and slicing sentences that affect or change the content of variable V in the program, with
the aim of achieving slicing analysis more efficiently than with static slicing.

In Figure 4, the dynamic slicing path when variable N = 2 is {1, 2, 3, 4, 51, 61, 71,
81, 91, 62, 72, 82, 92, 63, 10}. Program decomposition [28] occurs because of the limited
effectiveness of program analysis, and the algorithms used by developers usually have fixed
signs to follow. Therefore, this algorithm is designed to statically decompose the program
into multiple tokens. The program is orderly decomposed into various components, by
which the designed module program disassembles, analyzes, and checks the relationships
between each semantic fragment.

Figure 4. Dynamic slicing sample code.

2.5. Software Testing Technique

A software testing technique is used to test cases or the software interface in various
aspects and the correctness of the execution surface of a specific function of the software. It
is generally divided into three techniques, white box, gray box, and black box [29].

White box testing performs corresponding tests on the structure of the code and its
logic. Since the internal code is in a visible state, it can improve the test efficiency and
coverage and ensure the quality of the algorithm by deleting unnecessary code blocks. The
disadvantage is that it consumes more human resources and time.

Black box testing performs functional tests corresponding to the requirements. It only
needs to execute software, input or perform specific actions according to the requirements,
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and confirm that the output or feedback meets the user’s expectations. The advantage
is that it requires fewer human resources and less time, while the disadvantage is that it
cannot be implemented or tested in detail, unlike white box testing.

Gray box testing is a combination of the above two techniques. Certain parts of the
code are visible, and the tester conducts black box testing on the interface provided by the
developer in a way similar to that of the user.

2.6. Questionnaire Survey

Questionnaire surveys are mainly used to collect statistical information on a single/
single-field-related issue. They are used to collect and statistically analyze information
by targeting specific groups of applicants or by large-scale random sampling without
targeting specific groups. Online questionnaires or physical questionnaires can be used
for surveys. A questionnaire survey is an efficient way to obtain useful information. It
is broadly categorized into four types: open-ended questions, closed-ended questions,
sequencing questions, and matching questions [30].

3. Code Debugging Method Design
3.1. System Architecture Diagram

The proposed system is composed of three major subsystems (Figure 5). The dynamic
analysis subsystem can dynamically slice and localize the fault in the code. Based on the
theory of the program dependency graph, the dependency relationship of the program
code is analyzed, and the dependency relationship information is processed by the fault
classification subsystem. The fault classification subsystem performs fault classification
on the dependency information, compares it according to the existing implemented error
category rules, and processes the comparison result to generate a feedback file. The
questions assigned by the subject subsystem mark the sorted questions, such as arrays and
string processing. The system performs statistical analyses on the questions raised by the
students and merges them with the main question.

Figure 5. Monitoring model architecture.

3.2. Pre-Processing of Code Debugging

The debugging method in this study uses dynamic analysis and error location methods,
and the fault localization method is mainly based on code coverage. The system inputs a
series of test data according to the test case and covers different sentences. The system needs
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to filter two kinds of code upload statuses. In a first instance, the first uploaded program
fails to compile; because the failed program cannot be executed, it cannot be debugged
using dynamic analysis and fault localization methods. Thus, the second program must
pass the sample test. In the program uploading system, for each different question type,
two different sample test inputs and outputs are provided for the uploader to refer to. The
program needs to pass the example test before it can be debugged.

3.3. Program Dynamic Analysis

This research study uses the GNU Debugger and Valgrind tools to conduct further
analyses and generate feedback on the C language used by students in the classroom, as
well as dynamically analyze student-made programs for the types of errors that students
are prone to make. GDB can track the execution process of programs and can print out
the value and address of any variable. Valgrind mainly debugs the state of memory
configuration in the program. In addition, we establish rules for five common mistakes
and further explore whether the automatic feedback system can help students pay more
attention to the parts that can be easily overlooked before writing the program.

The following are the types of mistakes students tend to make:

1. An action that attempts to compare or assign a value to an uninitialized variable;
2. The wrong syntax is used for a specific function in the library;
3. The program outputs a segmentation fault error;
4. The array index value exceeds its bounds;
5. The program execution time exceeds expectations or does not break out of the loop.

Specifically, we address five common student errors in the following ways:

1. The system marks the uninitialized variable flag as a result of the program analysis
and prints the error type, the number of error lines, error content, and the variable
whose value has been subjected to an access attempt or has been accessed during
actual execution;

2. Even if students are successful with easier, sample test data, when dealing with more
rigorous, real test data, errors in the details of a student’s program can be detected.
The feedback message for students includes a reminder of the number of lines and
the correct use of the strcmp function;

3. During execution, if there is an attempt to access variable c, which is not assigned to
the memory address in the sequence, the title prints the error type, line number, and
error content of the segmentation fault;

4. When executing, it might happen that students do not consider the stop condition
of the loop on the periphery of the array, so there is no way to meet the input of the
operation test data. As a consequence, the index value of the array trying to access
the loop gradually increases and cannot be stopped, resulting in an error exceeding
the array boundary;

5. When dealing with more complex test data, students might enter a loop with imperfect
conditional judgment, which leads to program execution taking too long, which may
take up system performance. It is easy to see why student-made programs might
cause this.

These rules can be analyzed and expanded according to different courses, different
students’ assignments, and different levels of students. Therefore, this paper proposes a
rule-based system that can employ preliminary intelligence.

3.4. The Method of Analyzing Mistakes in the Program Process

This research study uses sockets to link the debugging system with the program
uploading system. The following are the solution implementation methods for the five
mistake types: (1) Use of an uninitialized variable: The system dynamically analyzes
the program and records the contents of all variables. When a variable is used and not
initialized, it is marked as a mistake and moved forward according to statement dynamic
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slicing to find the use path of the variable. (2) Array index out of bounds: The system
dynamically analyzes the program and records the initial space size of all arrays. When the
array is used, if it exceeds the initial space range, it is marked as a mistake. (3) Incorrect
use of the library: The system statically analyzes the program. When the user uses the
strcmp function, the expressed condition is == 1 or == −1, and it is marked as a mistake.
(4) Segmentation fault: The system dynamically analyzes the program and records the
memory address request. When an attempt is made to access a memory location that is not
allowed to be accessed, it is marked as a mistake. (5) Irrationally long execution time of
the program: The program execution time interval is too long when the analysis process
exceeds 15 s. The system checks whether the last execution state is an infinite loop, the
program is waiting for input data, or the format conversion of input data is wrong. If one
of the above three conditions is true, it is marked as a mistake.

4. Feedback Message Design and Debugging Method

This study uses dynamic slicing and fault location methods. After the student uploads
the program using the homework uploading system, the output is compared with the
designed test data, and it confirms whether the program can be sent to the program
analysis and feedback improvement system. If it does not meet the standard condition, the
results of the student’s program are instantly displayed on the student’s user interface. If
the analysis standard is met, the student’s program is sent into this system for dynamic
slicing. The system records all the statements in the program, disassembles all the variables,
and analyzes the variables one by one. The data dependency among variables is recorded,
integrated into variable data access objects, and stored in series by a dynamic array; then,
the array is transferred to the fault localization module.

The GDB in the module first performs a path analysis on the contents of the array
and tries to compare whether there are faults that meet the filtered condition. If faults are
detected, the fault information is stored in the fault information data access object and
sent to the fault categorization module. If no faults are found, the dynamic array is sent
to Valgrind for analysis to see if any abnormal use of the memory or abnormal conditions
occur during the execution of the program. If so, the fault information is stored in the fault
information data access object and sent to the fault categorization module. If the fault is
still not found, the analysis is ended. When the fault information is passed to the fault
identification and categorization module, the fault information and known fault types are
distinguished and classified. After categorization is completed, the system retrieves the
specific variable in the variable data access object corresponding to the fault, and the fault
flag is sent to the result analysis and report production module. The module then stores the
fault variable and its cause in the database, stores the fault category in the database together
with the student ID, and classifies the completed fault. The feedback report message is
simplified for a better reading experience, and the numbers of program lines, fault variables,
and easy-to-read fault feedback reports are returned to the student user interface.

The faults that easily occur in programming learning are here categorized into five
types: the program execution time exceeds expectations or does not break out of the loop;
the wrong syntax is used for a specific function in the library; the array index value exceeds
its boundary; the program generates a segmentation fault; an attempt is made to compare
or assign a value to an uninitialized variable. The detected faults are classified, and a fault
report is generated and sent back to the user interface of the student, as shown in Figure 6.

The system shows information about the problem; the error problem statement is
visualized by the student, and the interface requires the student to pass all unit tests before
they can submit their answer.
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Figure 6. Feedback of array index out of bound.

5. The Solution Implementation Method
5.1. System Description

In programming courses, students often do not understand why their programs do
not pass a test. Although each student has a different programming style, the mistakes that
students make in programming are fundamentally the same, such as the array exceeding
the index or the use of uninitialized variables. Therefore, in this research study, we use
two mistake locating methods to classify mistakes in students’ programs and mark the
corresponding program problems. Students can be reminded in advance when making the
same mistakes in the future.

The proposed system analyzes the C programming language. Therefore, to avoid
adverse student attacks on the system, this system uses gVisor, open-source software by
Google, as the system’s Sandbox. gVisor implements more than 200 Linux System Calls in
the User Space to improve the system’s performance safety.

5.2. System Process

Figure 7 shows the system flow chart of the program debugging and feedback system.
After the students upload their program, the system compares the program with the test
data and sends the result to the debug filter. The system uses two debugging methods.
Then, the system stores the program’s debugging results in the database, classifies the
mistake results, marks the corresponding topics according to the classification, and sends
the results to the front-end system.

The error localization program in this study mainly performs spectral error localization
and dynamic slicing to identify the first five common errors explained as follows:

1. Dynamic analysis subsystem: The dynamic analysis subsystem corresponds to the
error location module. The error location module packages the variable relationship
in each line of statements into Variable DAO and concatenates objects with ArrayList
to form a set of dynamic dependency path structures:

1-1 Gcov. In the error location module, the Gcov tool is used to analyze the code
to obtain the code coverage, and the spectral error location is used to calculate
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the similarity coefficient according to the code coverage; finally, the similarity
coefficient is calculated. Data are stored in the array;

1-2 Valgrind. In the error location module, the Valgrind tool is both used to analyze
the code to obtain memory leaks and reports of illegal uses of memory and to
analyze the report content to locate the location of illegally used memory;

1-3 GDB. In the error location module, the GDB tool is used to analyze the code, track
the execution path of the program step by step, store the dependencies of each
line of statements, and store them in ArrayList;

1-4 Error location module. The error location module packages the similarity coef-
ficient, Valgrind report, and dependencies into ArrayList<VariableDAO> and
sends the object to the error identification module.

2. Error classification subsystem: The error classification subsystem corresponds to
the error identification module, the error classification and labeling module, and
the analysis result module. The error identification module identifies whether there
are common errors in the dynamic dependency path structure and retrieves the
wrong ones. The object is sent to the error classification and tag module, which
error-classifies and tags the question and code, converts the classified Variable DAO to
ErrorReportDAO, and sends the object to the analysis result module. Corresponding
feedback is given according to the type of classified data:

2-1 Error identification module. The error identification module identifies errors
according to the data transmitted by the error positioning module, compares the
dynamic analysis structure to see if there are any of the five potential types of
error rules, and sends the comparison results to the error classification and tag
module;

2-2 Error classification and marking module. The error classification and marking
module is classified according to the comparison results; different error rules are
classified into different error categories, and the Variable DAO identified as the
error is converted into ErrorReportDAO; finally, the object is sent to the analysis
result module;

2-3 Analysis result module. The analysis result module translates the error report
into format and content that are easy for users to understand and, finally, sends
the result to the uploading system through the socket.

3. Thematic question-setting subsystem: The thematic question-setting subsystem cor-
responds to the marking function in the error classification and marking module.
It marks different title-type labels for different program categories, and the error
classification subsystem generates questions according to the theme. The label of the
subsystem and different statistical reports are calculated:

3-1 Error classification and marking module. The topic-based question-setting sub-
system is mainly implemented for the marking function in the error classification
and marking module, which marks different programs according to the type of
questions marked by the teacher, so that the homework uploading system can
perform statistics for different question types and different error categories.

5.3. Program Experiment and Results

This research study took programs uploaded by the students of a programming course
over the past two years as examples of debugging, modified the feedback for debugging,
and re-uploaded the modified programs.

1. Debugging examples involving the use of an uninitialized variable

The use of an uninitialized variable means that the student used a variable without
initializing it when declaring the variable. The experimental process is reported below. The
subject of the experiment is shown in Figure 8 as an example.
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Figure 7. System flow chart.

Figure 8. Test question (1).

After uploading the sample program in response to this question in the experiment,
the test result is presented as shown in Figure 9.

From feedback report (1) in Figure 10, in test No. 129, an uninitialized variable sign
was used code in lines 35 and 51 of the code, and error content was observed in line 19 of
the code. The variable sign had been declared, but the definition of code line 21 of the
code had not been executed, so the execution of code lines 35 and 51 of the code used the
definition of code line 19. Figure 11 below is an example of such a program (program (1)).
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Figure 9. Test result (1).

According to Figure 4, test No. 129 was not passed. The feedback report is as shown
in Figure 10.

Figure 10. Feedback report (1).

In the example program in Figure 11, as the program did not meet the condition of
code line 20, line 21 was definitely not executed, and the content of code line 19 was used
in code in lines 35, 42, and 51. In this experiment, after initializing the variable sign to 0
and re-uploading it to the system, the program successfully passed all tests, as shown in
Figure 12.

2. Array index out of bounds

When an array of fixed size is declared, an unknown space is accessed if subsequent
use exceeds the size of the array. The subject of the experiment is shown in Figure 13 as
an example.

The test result after uploading the sample program in response to this question is
shown in Figure 14.

The feedback report in Figure 15 shows that all four test failures had the same cause.
Figure 15 only shows the feedback content of test No. 11.
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Figure 11. Example program (1).

Figure 12. Test result after modifying program (1).

Figure 13. Test question (2).
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Figure 14. Test result (2).

Figure 15. Feedback report (2).

The feedback report shows that in test No. 11 the array with index values of 0~60 code
in lines 35, 54, 56, and 75 of the code exceeded the boundary, while the code in line 93
exceeded the 0~121 boundary. Figures 16 and 17 below show the example code.

In label (c) of Figure 16, the array was declared with MAX in code lines 28 and 51 of
the code, where MAX is the macro in the third line of the code in label (a). Its value was 61,
but the index value started from 61 when the array was used in the code in lines 35 and 75.
In this experiment, the conditional expressions in lines 34 and 74 of the code were modified
to i < MAX − 1. Similarly, line 82 of the code in label (a) of Figure 17 declared a 61*2 array,
but the line started with the index value of 122 in line 93. The initialization of line 92 of the
code was changed to i = 2*MAX − 1.

In label (c) of Figure 16, arrays a and b in lines 54 and 56 of the code are parameters.
Line 100 of the code in Figure 17b declared arrays a and b, and the code in lines 106, 111,
117, and 123 passed by having a and b as parameters. Obviously, the same problem as
above was also found in lines 54 and 56. The initializations of lines 53 and 55 of the code in
label (c) of Figure 16 were changed to lenA = MAX − 1 and lenB = MAX − 1. All error lines
in the error feedback report in Figure 15 were identified and uploaded again as shown in
Figure 18.
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Figure 16. Example program (2), (a) Source code macro definition, (b) when the current value in the
array indexed starts at 61, (c) The declaration of an array with MAX as the size, (d) When the current
value in the array indexed starts at 61.

3. Incorrect use of the library

In different environments or versions, when using certain libraries, their usage and
return values can be different. If students do not understand the usage of the library in
detail before using it, it can lead to unexpected results. This experiment took the strcmp()
function in string.h as an example. The subject of the experiment is shown as an example
in Figure 19.

After uploading the sample program in response to the question in this experiment,
the system reported that line 118 of the code was incorrect and prompted the correct way
to use strcmp, as shown in Figure 20.

As shown in Figure 21, the strcmp function was used in line 118, and the condition
expression = 1. The return result was 1 when executed in the Windows environment,
but the return value was the difference between the ASCII codes of two-character of
two-character strings when executed in the Ubuntu environment; for details, refer to the
previous publication [15]. In this experiment, after uploading the sample program in



Appl. Sci. 2022, 12, 7064 16 of 30

response to this question, the system reported that code line 118 incorrectly used strcmp,
and prompted the correct way to use strcmp; the result is shown in Figure 22.

Figure 17. Example program (3), (a) Line 82 variable declares array size is 61*2, (b) Line 100 declares
the arrays a and b and passes them as parameters on lines 106, 111, 117, 123.

Figure 18. Test result after modifying program (2).
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Figure 19. Test question (3).

Figure 20. Test result (3).

Figure 21. Example program (4).

4. Segmentation Fault

This fault occurs when the pointer points to the unallocated memory space and reads
it or writes on it. The subject of the experiment is shown in Figure 23 as an example.
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Figure 22. Test result after modifying program (3).

Figure 23. Test question (4).

After uploading the sample program in response to this question in the experiment,
the test result is shown in Figure 24.

Figure 24. Test result (4).

Figure 24 shows that all tests failed. The feedback report is shown in Figure 25.
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Figure 25. Feedback report (4).

According to the feedback report, there was a segmentation fault in variable r in line
111 of the code. Figure 26 below shows the relevant parts of the code.

As shown in label (b) of Figure 26, the pch index array in line 261 of the code pointed
to the ch two-dimensional array, and the getpass function was called to take pch as a
parameter in line 270 of the code. In label (c) of Figure 26, a segmentation fault occurred in
line 111 of the code, indicating that the line pointed to unallocated space. According to the
previous information, index array r pointed to an array of size 10*10. Then, it affected code
line 111 by checking the control and data flow of the code. In the conditional formula of
line 110, program 0 ≥ x − 1 was wrong. This error caused index r in line 110 of the code to
point to space x < 0. Line 110 of the code was modified to if (9 ≥ y + 1 && 0 ≤ x - 1), and
the sample program was re-uploaded. The program shown in Figure 27 passed all tests.

5. Irrationally long execution time of the program

This means that the program does not end within a defined period. Among at least
three situations where the program does not end, the first one is that the program has an
infinite loop, which means that the program cannot exit during the loop; the second is
that the program stays in the state of waiting for an input; the last situation is that the
input format is incorrectly converted. The above conditions mean that the user has not yet
understood the question requirements in detail. The subject of the experiment is shown in
Figure 28 as an example.

The test result after uploading the sample program in response to this question in the
experiment is shown in Figure 29.

In the test shown in Figure 30, the program in the loop of line 25 was wrong and
prompted the last executed program code, for example, as shown in Figure 31.

Test 96, shown in Figure 29, failed. The feedback report is shown in Figure 30.
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Figure 26. Example program (5), (a) define a 10*10 Gobang disk, (b) Describe the pch pointer array
points to the ch two-dimensional array, the getpass function is called with pch as the parameter,
(c) describe ‘Segmentation Fault’ indicates that the line points to an unconfigured space.

Figure 27. Test result after modifying program (4).
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Figure 28. Test question (5).

Figure 29. Test result (5).

The comparison between the sample program and the error feedback report shows that
the program continuously executed lines from 25 to 39, which contained many conditional
expressions. According to the conditional expression and the requirements of the test
questions in Figure 28, the bottom-line question requirements in the test questions in
Figure 28 were not written in the sample program. In line 32, the following requirements
were met: (1) the total number of points was less than the player or (2) the total number of
points was less than 8 (including 8 points), but the essential part of the test question was
not processed. Our experiment accomplished this requirement as shown in Figure 32.

This experiment defined the is End variable to meet the needs of the problem and
initialized the variable to false. In line 33 of the code in Figure 32, an if statement was
added to determine whether player B wanted to obtain another card or not; if false, player
B could ask for another card; if true, then line 38 of the code was executed, indicating that
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no cards would be requested afterward. In this experiment, the modified sample program
was re-uploaded. The program passed all tests as shown in Figure 33.

Figure 30. Feedback report (5).

Figure 31. Example program (6).
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Figure 32. Modified sample program.

Figure 33. Test result after modifying program (5).

6. Experiment
6.1. System Information

The system used in this study used GDB and Valgrind to assist in analyzing the
errors generated by the program, and further analyses and feedback were conducted by
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students using the C language. The students in the experimental group used the homework
uploading system and the improved system (the system in this study) to obtain debugging
feedback, while the students in the control group only used the homework uploading
system for general assignment uploading. Students in the experimental group could see
the feedback given by the improved system in the homework uploading system.

6.2. Results and Comparison of Statistical Analyses

In the system interface, we recorded each log of the code being executed, and following
the results of each unit test, the participant ran a unit test. The study was conducted by
randomly selecting the experimental group and the control group. The results obtained
after the students uploaded the assignments were used for final analyses and statistics. The
results included passing the test, failing the test, and the minus sign (indicating no upload
result), as shown in Figure 34.

Figure 34. Results of the students’ programming assignments.

The students who did not answer after the deadline for homework submission or were
deleted by the system due to plagiarism could not participate in the statistical analysis
of this experiment as they formed a sample that did not meet the statistical inclusion
conditions.

This study used Excel to perform data-related statistics and analyses. The difficulty
of each week’s homework consisted of the introduction of a keyword of the C language
and its application. Teaching and practice were carried out stepwise. Figure 35 shows
a statistical analysis of the number of questions answered by students in a single week.
Right and wrong features were used to count the correctness of the answers of the students
who answered each question during the week. Among them, weights were used to make
the data more inclined to the results of analyses and statistics when a normal number of
students finished the assignments:

Pass rate(A) =
pass amounts of each question(R)

(pass amounts of each questions(R) + fail amounts of each question(W))
(1)
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where A is the accuracy, R is the right amount, and W is the wrong amount.

Pass rate growth(%) =
the pass rate of the experimental group(%)

the pass rate of the control group(%)
− 100% (2)

Figure 35. Statistical analyses of the number of questions answered by students in a single week.

By counting the sum of the number of students passing or failing the tests each week,
excluding the students who plagiarized their work and those who did not submit the
assignments, the correct-answer rate of the test was calculated on a weekly basis as shown
in Figure 35.

We evaluated whether students could effectively understand the code correction
prompt provided by the error message through the feedback error message generated by
the system after uploading the assignment, make corrections or deletions to fix the errors,
and then re-upload and submit the assignment. The average total pass rate of each week’s
assignments was calculated based on the total numbers of tests passed and failed for each
question during the week and the weight of each question. Fault detection recorded the
analysis and the number of classifiable errors measured in the code of the students in the
experimental group; we observed changes in the relationship between the pass rate and
the fault rate of each week’s assignments (fault detection formed a special dataset in the
experimental group only), as shown in Figure 36.

Figure 36. Correct-answer rate and average pass rate for assignments each week.

This study also recorded the total pass rate, the total number of questions, the weekly
pass rate, the average number of students who answered each question, and other related
data to facilitate the grasp of various variables in the statistics and reduce the deviation
value after estimations, as shown in Figure 37.

Figure 37. Total pass rate and various data analyzed in the above-mentioned assessments.
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As shown in Figure 38, the pass rates (including weights) of each week of the ex-
perimental group and the control group were used to compare and prepare a line chart
to understand the difference in the pass rates of the two groups when progressing from
simple to more complex course contents. The learning effectiveness of the students in
the experimental group was found to be stable, and the pass rate was better than that of
students in the control group most weeks.

Figure 38. Line chart showing the weekly pass rate of the students.

As shown in Figure 39, the total pass rates (including weights) of the experimental
group and the control group for each week were used to compare and record the changes
in long-term cumulative question pass rates. We did not compare the difficulty of each
week’s questions but analyzed them statistically based on the cumulative method of each
week’s questions to understand the impact of the students’ weekly answers on the overall
pass rate. Figure 39 shows the difference in the learning effectiveness of the two groups of
students each week.

As shown in Figure 40, the number of fault feedbacks obtained from the experimental
group data and the pass-rate growth were used to calculate the ratio of the feedback given to
the experimental group compared to the control group and prepare a scatter chart to obtain
a trend showing the relationship between the two; in this chart, the trend shows a positive
correlation. According to Figure 40, the number of students in the experimental group who
triggered false detections and received feedback during the week was directly proportional
to the growth of the pass rate of the experimental group compared to the control group,
indicating that the number of false reports detected and the feedback provided to students
affected the students’ assignment performance, and the impact was found to be positive,
thereby indicating an improvement of the learning efficiency. (See Equation (2)).
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Figure 39. Line chart presenting the weekly pass rates of the students.

Figure 40. Scatter chart to detect faults and pass-rate growth.
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6.3. Comparison with Other Studies

Table 1 presents a comparison of the experimental results of this study and those ob-
tained by previous, related studies. The five different program feedback systems proposed
in this study are better than other previously proposed methods; in addition to the basic
test pass and fail, code coverage, and real-time feedback prompt part of program feedback,
this research study also adds program analysis and error localization. Before analysis, the
system checks each student’s program. The declarative sentence is recorded in the file,
and the specific test data that cause the error are entered again and tested. The program
is first tested with the originally set test data, and the program fails its tests if the system
fails to compile the sample test data provided to the students; these two situations are
excluded. After obtaining the coverage of the test and code, the error is located, and the
results of debugging are used in GDB and Valgrind to perform dynamic analyses. After
the error category is detected, it is labeled and transferred to the database for records, and
simultaneously, its corresponding text message is sent back to the homework submission
system, which is displayed in the student’s error inspection report interface.

Table 1. Comparison of the findings of this study with those observed in other studies.

Code Error Feedback Method This Paper Lucas et al. [6] Joan et al. [7]

Test failure vs. test pass Yes Yes Yes
Code coverage Yes Yes Yes

Feedback analysis interface Yes Yes No
Program analysis and program

error location Yes Yes No

Feedback message after debug
feedback function Yes No No

6.4. Questionnaire Survey Statistics

According to Figure 41, half of the students who filled out the questionnaire received
non-output fault feedback. Those who did not receive this feedback could only trigger
the system feedback when their program did not meet the input conditions, which led
to the extension of the execution time. By assessing the satisfaction statistics, the overall
satisfaction degree of the students who completed the paper for the improvement of
the system’s work correction speed was found to be 1.03, which indicates a degree of
partial satisfaction.

Figure 41. Student questionnaire survey results.
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7. Conclusions

This study proposes the use of the GDB and Valgrind tools to implement dynamic
slicing by integrating them with spectral error localization technology. The similarity
coefficient of the error localization analysis of the program was used to improve the
performance of dynamic slicing, and the data flow and control flow were analyzed after
slicing to obtain the results. Then, a dynamic dependency graph of the analyzed results was
prepared. The system then analyzed whether there were common errors in the program
according to the dynamic dependency graph and sorted the feedback information based
on the analysis results to provide students with the direction to follow for modifying their
program to correct the errors.

Most of the automatic correction systems on the market usually only provide simple
information such as test failures, test passes, and compilation errors as feedback for pro-
grams uploaded by students. This simple information is often not very helpful for students
attempting to successfully debug their programs. The sample questions mentioned in this
study showed the correctness and incorrectness of the uploaded programs, located the
specific error condition, and provided corresponding feedback. In addition, the study uti-
lized group experiments to give students appropriate feedback; moreover, we used various
data, statistical analyses, and a questionnaire specially designed for students to understand
the difference in the progress of two groups of students as well as the effectiveness and
practicality of the system.

Finally, here we provide evidence that implementing the problem solutions proposed
in this study can be effective in helping students who often struggle with coding. We
believe that tools that help to reduce this cognitive load can aid teaching assistants in
helping students to learn more effectively.
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