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Abstract: If the wind speed that passed through a wind turbine rotor disk area is constant, the hub
height wind speed (HHWS) could be representative of the wind speed over the rotor disk area.
However, this assumption cannot be applied to the large wind turbine, because of the wind shear
effect by atmospheric stability. This is because the hub height wind speed cannot represent the
vertical wind shear effect from the aerodynamics characteristic on the wind turbine. Using SCADA
and offshore LiDAR observation data of the Anholt offshore wind farm, it is investigated whether the
rotor equivalent wind speed (REWS) introduced in IEC61400-12-1 can contribute to the improvement
of power output forecasting accuracy. The weighted value by separated sector area and vertical wind
shear effect by difference between heights can explain the role of energy flux and atmospheric stability
on the exact wind energy calculation. The commercial CFD model WindSim is used to calculate
power production according to the HHWS and the REWS, and to compare them with the actual
AEP of the local wind farm. The classification of atmospheric stability is carried out by Richardson
number, which well represents the thermal and physical properties of the atmosphere below the
atmospheric boundary layer, along with the wind shear coefficient and turbulence intensity. When
atmospheric stability was classified by each stability index, the REWS-based predicted power output
was sometimes more accurate than HHWS, but sometimes inferior. However, in most cases, using
the REWS, it was possible to calculate an estimate closer to the actual power output. Through the
results of this study, it is possible to provide a rationale for which method, REWS or HHWS, can more
accurately calculate the expected power output and effectively derive the economic feasibility of the
project by identifying the characteristics of local atmospheric stability before the wind farm project.

Keywords: rotor equivalent wind speed; hub height wind speed; wind shear; atmospheric stability;
offshore wind energy; Richardson number

1. Introduction

Climate change has become the greatest threat to humanity and nature in this century,
and this is being driven by the increase in greenhouse gas emissions, especially from
the energy sector, which accounts for more than 60% of the global total [1,2]. Therefore,
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energy systems worldwide have inevitably undergone radical changes with the transition
to sustainable, renewable, and clean energy sources [3,4]. Meanwhile, following the Paris
Agreement, in November 2021 the 26th Conference of the Parties (COP26) adopted the
Glasgow Climate Pact, and the declaration was made on gas reduction and investments
for decarbonization [5]. The financial institutions of governments participating in COP26
agreed to stop public support for the fossil fuel energy sector and, in the future, to increase
support for clean renewable energy conversion. South Korea is also participating in
the gradual abolition of coal power plants, and the cessation of new construction and
investment [6–8].

This decarbonization trend in South Korea is led by the 3rd Basic Energy Plan, the Re-
newable Energy 3020 Implementation Plan to increase the proportion of renewable energy
to 20% by 2030, and the Korean Green New Deal, which aims to achieve a green transition
by establishing a carbon-neutral promotion base and the realization of carbon neutrality
with the goal of 2050 [9,10]. Among the various means for building a decarbonized society
and responding to climate change, the energy transition to renewable energy is recognized
as the most important method, because it is converging to grid parity as price competi-
tiveness is continuously improved, compared to fossil fuels. Among them, wind energy is
promoting the step-by-step process of measuring wind resources and supporting feasibility
studies in up to 13 regions for the site selection of large-scale offshore wind farms. Through
this plan, a total of 17.7 GW wind farm facilities will be built by 2030 [11–13].

Meanwhile, domestic and foreign wind turbine manufacturers have developed gen-
erators with unit capacity of more than 10 MW and obtained type certification since
2018 [14,15]. Vestas V236-15MW, GE Haliade-X 14.0, Siemens-Gamesa SG14-222DD, and
Mingyang MySE 16.0-242 wind turbines have already been certified for prototype pro-
duction and commercialization. All these super-large offshore wind turbines have a rotor
diameter that exceeds 220 m. In a similar fashion, global wind turbine manufacturers are
continuously developing products in the direction of expanding the capacity of the single
turbine [16,17]. This is because in constructing a wind farm, it is more economic and more
advantageous to install a small number of wind turbines, each with a large capacity, than
to install many wind turbines, each with a small capacity. According to Rystad Energy
Research and Analysis, if a 14 MW class turbine is used instead of a 10 MW wind turbine to
construct a 1 GW wind farm, it will cost about USD 100 million in turbine manufacturing
cost, foundation substructure manufacturing cost, installation cost, and cable array cost,
and savings can be obtained [18]. As the wind farm can be scaled up by the cost savings,
turbine manufacturers continue to develop larger-capacity turbines.

As the capacity and scale of wind turbines increase, accurate measurement of power
curves, and the calculation of expected power generation are required, and conflicting
interests arise in that regard [19,20]. Traditionally, to calculate the expected power genera-
tion of a wind turbine, only the wind speed at a single height corresponding to the hub
height is considered, under the assumption that atmospheric stability is in a near-neutral
state [21–23]. This was proper in the past to apply to small wind turbines with short blade
lengths, and in calm offshore or flat land without obstacles, the difference in wind speed by
height is small. So even if the expected power generation was calculated by selecting the
hub height wind speed as the representative wind speed within the rotor disk, the error
compared with the actual power generation was not large [21,22]. However, in recent years,
as the diameter of the rotor area of the wind turbine has exceeded 200 m, the hub height
wind speed cannot be the representative value in complex terrain, such as mountains, or
even in flat terrain, where wind speed fluctuations by height occur in short time, due to
the meteorological characteristics within the local atmospheric boundary layer. In regions
showing these characteristics, to analyze the effect of the difference in wind speed by height
on power generation, it is necessary to consider several wind speeds corresponding to
multiple heights at the same time [24–26]. Moreover, a detailed cause analysis is required
that correlates atmospheric stability with the time when large wind speed difference by
height occurs. The International Electrotechnical Commission (IEC) proposes a method to
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calculate the rotor equivalent wind speed by using the wind speed measured at (at least)
three random heights [27]. It is maintained that the effect of the kinetic energy flux of the
wind speed passing through the rotor disk area can be reflected in the power generation
calculation considering the vertical wind shear [27].

In foreign countries, the concept has been introduced, and empirical studies of the rotor
equivalent wind speed have already been actively conducted. The IEC Technical Committee
88 (TC88) recognizes that if the wind shear coefficient is kept constant, the difference
between the rotor equivalent wind speed and the hub height wind speed is generally
small [24]. However, in special cases, the vertical wind speed profile cannot be sufficiently
explained by a constant wind shear coefficient, and such cases may be influenced by local
meteorological characteristics or atmospheric stability distribution [12,21,22]. In this case,
it is necessary to recognize that the difference between the rotor equivalent wind speed
and the hub height wind speed may be considerable. In particular, it was revealed that the
vertical wind speed shear of the rotor disk shows a difference in speed gradient according
to atmospheric stability, and that this difference in vertical wind speed causes a change
in the average wind speed [28]. In addition, the scattering of the data collected by the
output curve of the wind turbine was analyzed less when using the rotor equivalent wind
speed [23,29]. It was recommended to use the rotor equivalent wind speed in the area
outside the wind shear coefficient of (−0.05–0.4) [24], and claimed that REWS helps to
improve the accuracy in the area where non-linear strong wind shear occurs [30]. As a result
of predicting wind power generation output according to physical patterns by correlating
meteorological characteristics and rotor equivalent wind speed through machine learning,
it was confirmed that the prediction accuracy was improved by 22% [31]. In addition, since
both the vertical wind shear and the horizontal wind shear (wind direction shear) can
affect the amount of power generation, a new formula applied to the rotor equivalent wind
speed has also been proposed [32–34]. In addition, the wind power generation based on the
rotor equivalent wind speed can quantify the sensitivity to wind speed shear and direction
change, as well as atmospheric stability [35–37].

On the other hand, it has been revealed that there is a statistically significant difference
between the applied output curve and the conventional output curve in a form that consid-
ers atmospheric stability variables, such as the strength of wind turbulence passing through
the rotor disk, the Richardson number, and the Monin–Obukhov length [12,38–41]. Since such
atmospheric stability can have a significant effect on both the amount of power generation
of a wind turbine, and stability and durability, a thorough preliminary investigation is
absolutely required [12].

The purpose of this study is to determine the potential accuracy and value of the rotor
equivalent wind speed recommended by IEC 61400-12-1. The purpose of this study is to
investigate whether REWS, which is theoretically better and suitable for very large wind
turbines, can always produce better prediction results in the Danish offshore environment.
To this end, the simulated power output using HHWS and REWS are simulated by ana-
lyzing SCADA data and offshore LiDAR data of the Anholt offshore wind farm in actual
operation. This predicted values were verified by comparing it with the actual power out-
put of the offshore wind farm for two years, and if the error rate was significantly improved
or not improved, the cause was analyzed through correlation with the atmospheric stability
distribution. Wind shear coefficient, turbulence intensity, and Richardson number were
used as atmospheric stability indicators, which are universal criteria for judging mechanical
or thermal atmospheric stability.

2. Materials and Methods
2.1. The Anholt Offshore Wind Farm

The wind farm site to be studied is the Anholt offshore wind farm in Denmark operated
by Ørsted, the world’s largest offshore wind farm developer. The Anholt Offshore Wind
Farm is located between Djursland and Anholt island in the Kattegat Sea of Denmark, and
has a capacity of 400 megawatts. The Anholt offshore wind farm was the largest offshore
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wind farm in Denmark until 2019, before the completion of the Horns Rev Phase 3 offshore
wind farm. It has a large-scale project area that is equivalent to four times the area of Anholt
island (long axis length of 20 km, average width 5 km, total area 88 km2), and 111 Siemens
SWT 3.6-120 model wind turbines are installed [42,43].

The substructure type is in the form of a monopile, and the water depth of the project
sea area is approximately (15–19) m, which is not deep, and is about 15 km distance from
the shoreline. The wind farm was completed in the summer of 2013, and is large enough to
support the annual electricity consumption of 400,000 Danish households (4% of the total
electricity consumption of Denmark). Figure 1 shows the site location and photography of
the Anholt offshore wind farm, while Table 1 provides technical information of the wind
farm and SCADA data. It was determined that a very large amount of data were required
to analyze the power generation of all wind turbines, and the main wind shear effect could
not be properly reflected, due to the overlapping wake effect. As will be introduced later,
only five wind turbines (A1, A2, A3, B1, and C1) enlarged in orange color were selected and
analyzed, considering that the main wind direction observed from LiDAR was southwest.
This is to, as much as possible, use only the wind turbine located on the upwind side, to
minimize the wake effect applied to the rotor equivalent wind speed analysis.
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Figure 1. Left: Location of the Anholt offshore wind farm. Right: Arrangement of 111 offshore wind
turbines. The offshore LiDAR is marked as dark-blue square to the west of Anholt wind farm. Only
the five identified wind turbines (A1–A3, B1, and C1) marked in orange color in the enlarged figure
are used for this analysis.

Table 1. Key information of the Anholt offshore wind farm, wind turbines, and SCADA data
information in Denmark.

Item Content

Offshore
wind farm

Wind turbines Siemens Gamesa Renewable Energy, SWT 3.6-120
Number of wind turbines 111

Wind turbine capacity [MW] 3.6
Total capacity [MW] 400

Hub height [m] 81.6
Rotor diameter [m] 120

Length of monopile [m] 37–55
Water depth [m] 15–19

Distance to shore [km] 15 (Based on the nearest wind turbine)
Offshore wind farm area [km2] 88

Commissioned Summer 2013

SCADA Data WTG 1 coordinates, SCADA data with min/max/mean/stddev 2 (Wind speed,
Yaw position, Blade pitch position, RPM, Active power, Ambient temperature)

1 Wind turbine generator, 2 Standard deviation.
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2.2. Offshore Wind LiDAR

The Offshore Light Detection and Ranging (LiDAR) is the WindCube model manufac-
tured by Leosphere, and is located to the west of the offshore wind farm. WindCube LiDAR
uses pulsed heterodyne technology to rotate and radiate a laser beam with a wavelength of
1.54 µm in a cone shape. After scanning the 4 beamlines radiating at intervals of 90 degrees,
the three-dimensional wind direction and wind speed are calculated at 10 heights by geo-
metric calculation. The wind speed vector is calculated by detecting the Doppler shift of
the laser due to fine dust following the atmospheric flow from a sampling volume of 20 m
configured along the beamline. LiDAR is installed on an offshore platform at a height of
25.6 m from the Lowest Astronomical Tide (LAT), and 10 min averaged observation data for
a total of 2 years from 1 January 2013 to 31 December 2014 were used for analysis. In this
study, the analysis was performed assuming that the height is simply 25 m. Wind speed
and direction were observed at 10 levels from (40 to 290) m, and air pressure, humidity,
and temperature were observed at a single height near the sea surface. Table 2 shows the
key information of the LiDAR and meteorological observation data.

Table 2. Key information of the LiDAR in the Anholt offshore wind farm.

Item Content

Type Leosphere WindCube
Measurement period 2013.01.01–2014.12.31

Height above MSL 1 [m] 25.6
Location 56.595664◦ N, 11.152728◦ E

Observation height [m]

Wind speed 40, 60, 76, 80, 100, 116, 160, 200, 250, 290
Wind direction 40, 60, 76, 80, 100, 116, 160, 200, 250, 290

Air pressure 2
Relative humidity 2
Air temperature 2

1 To correctly calculate the measuring height above Lowest Astronomical Tide (LAT), the height of the LiDAR lens
above LAT (≈25.6 m) must be considered. For example, if the configured measuring height is 10.0 m, the true
height where measurement is taken is 35.6 m above the LAT.

2.3. Rotor Equivalent Wind Speed

Traditionally, it has been judged that the wind speed at the hub height, which is the
center of the rotor disk area, is the average wind speed of the wind passing through the
entire rotor disk under the assumption that atmospheric stability is near-neutral, and the
wind speed constantly increases with height. However, when atmospheric stability is
near-neutral or weakly stable, or for small and medium-sized wind turbines with a rotor
disk diameter of less than 50 m, this is a suitable method. As wind turbines have recently
become super-sized, the rotor equivalent wind speed is recommended, which can take
into account the effect of changes in kinetic energy on power generation [21,22]. This is a
principle that considers wind speed at various heights passing through the rotor disk area
by horizontally multiple divisions, as shown in Figure 2.

The rotor equivalent wind speed ueq is defined as shown in Equation (1):

ueq = 3

√√√√ nh

∑
i=1

Ai
A

u3
i (1)

where A is the total area of the rotor disk, Ai is the area of the i-th segment of the rotor disk,
and ui is the wind speed at each segment height. That is, Ai/A may represent a partial
weighting value with respect to the rotor disk area, and imply the momentum of the entire
rotor disk area by multiplying it by the wind speed passing through each sector. Ai can be
calculated through Equation (2), which can be easily obtained with the arc cosine function.
It is assumed that the radius of the rotor rotation area is R, and the height of the sector is
h when setting the first sector from the top (Figure 3). The length of h can be calculated
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through Equation (3), where H and D mean the hub height and the rotor disk diameter,
respectively. The relative ratio of HHWS and REWS can be found from Equation (4).

Ai = R2cos−1
(

R − h
R

)
− (R − h)

√
2Rh − h2 (2)

hi = H +
1

nh

[
i −
(

nh + 1
2

)]
D (3)

VREWS
VHHWS

= 3

√√√√ nh

∑
i=1

Ai
A

[
1 +

1
nh

(
i −
(

nh + 1
2

))
D
H

]3α

(4)
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Figure 2. (Left) Hub height wind speed (HHWS). The power generation is calculated by considering
only the single-height wind speed corresponding to the hub height, which is the center of the rotor
disk area. (Right) Rotor equivalent wind speed (REWS). The power generation is calculated by
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2.4. Atmospheric Stability

Atmospheric stability is an important indicator used to characterize atmospheric
turbulence, or to describe the magnitude of atmospheric particle diffusion. In other words,
it is the degree to which a slight disturbance of the atmosphere in mechanical equilibrium
is likely to return to its original state, or significantly change the atmospheric state. The
ratings of atmospheric stability can generally be divided into three levels: unstable, neutral,
and stable. Atmospheric stability can be broadly classified into mechanical stability and
thermal stability, according to the mediator factors that change atmospheric characteristics.
A representative classification method of mechanical atmospheric stability is the vertical
wind shear coefficient, which is a principle that determines the degree of fluid flow and
diffusion by the transfer of momentum according to the difference in wind speed for each
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altitude in the z-direction. Thermal stabilities, such as the Richardson number and Monin–
Obukhov length, take into account differences in momentum due to wind speed, as well as
thermal motion effects due to temperature and heat flux. Table 3 shows the atmospheric
stability classification criteria for each factor and representative meteorological phenomena.

Table 3. Atmospheric stability indices criteria and boundary layer properties.

Stability Class Wind Shear TI 1 Richardson Number Boundary Layer Properties

Strongly Unstable α < 0.0 TI ≥ 0.15 Ri < −0.86 Lowest Wind Speed/Shear,
Highly TI

Unstable 0.0 ≤ α < 0.1 0.11 ≤ TI < 0.15 −0.86 ≤ Ri < −0.1 Lower Wind Speed/Shear,
High TI

Near-Neutral 0.1 ≤ α < 0.2 0.08 ≤ TI < 0.11 −0.1 ≤ Ri < 0.053 Logarithmic
wind profile

Stable 0.2 ≤ α < 0.3 0.05 ≤ TI < 0.08 0.053 ≤ Ri < 0.134 High Wind Speed/Shear,
Nocturnal LLJ 2, Low TI

Strongly Stable α ≥ 0.3 TI < 0.05 Ri ≥ 0.134 Highest Wind Speed/Shear,
Nocturnal LLJ, Lowest TI

1 Turbulence intensity, 2 Low-level jet.

In this study, characteristics changes of HHWS and REWS according to local atmo-
spheric stability near offshore wind farms were analyzed through Richardson number,
wind shear coefficient, and turbulence analysis. In addition, after calculating the expected
energy production using HHWS and REWS, comparative analysis was performed with the
actual power generation, and detailed meteorological cause analysis related to atmospheric
stability was also performed at the time-point showing significant difference.

2.4.1. Wind Shear Exponent

The power law describes a functional relationship between two numbers that theoreti-
cally express the wind speed at one height in exponential form of the wind speed at another
height. When the atmospheric stability is close to near-neutral, the vertical wind speed
distribution in which the wind speed constantly increases with height appears in the lower
atmospheric boundary layer, so that the power law can reasonably be applied. In general,
in this case, the vertical wind shear exponent (α) or power law exponent represents a value
of 1/7 (≈0.143). Based on the approximate value of the vertical wind shear exponent of
0.143, the region showing a high value is a stable atmosphere, and an exponent lower than
this means that an unstable atmosphere is dominant. The vertical shear exponent can be
obtained through Equation (5):

V
Vr

=

(
H
Hr

)α

(5)

where H [m] is the target height, Hr [m] is the reference height, V [ms−1] is the wind
speed at the target height, and Vr [ms−1] is the wind speed at the reference height. Wind
shear exponents can be obtained if wind speed measurements for at least two heights are
available by fitting wind speed data with Equation (6):

α =
ln(V)− ln(Vr)

ln(H)− ln(Hr)
(6)

2.4.2. Turbulence Intensity (TI)

Meteorological parameters related wind resources can be important influencing factors
on wind turbine performance and load. Among them, the turbulence component is a
representative parameter, and turbulence measurement is generally performed using
equipment, such as cup anemometer, sonic anemometer, and LiDAR. Another detail is
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that IEC 61400-12-1 requires measuring the horizontal/vertical component of a wind
resource, so that the strength of turbulence can be analyzed with its horizontal/vertical
component. Turbulence intensity is a detailed theory constituting the governing equation
of turbulence along with the continuity equation and Navier–Stokes equation. When the
flow is classified into the average value and the fluctuation value, this indicates the degree
of fluctuation compared to the average value. The turbulence intensity can be calculated
with Equation (7):

TI =
σV
V

(7)

2.4.3. Richardson Number

The properties and relative magnitudes of turbulence produced by mechanical or
thermal convection can be determined by the Richardson number. This is a stability
index that can take into account the density difference and wind speed difference in
the atmosphere by simultaneously measuring the temperature and wind speed of the
upper and lower layers. When defining the Richardson number, it is preferred to first
define the stability parameter S (Equation (8)). The variable S is proportional to the rate
at which the steady state of the atmosphere suppresses turbulence. The concept of the
gravitational constant (g, 9.81 m/s2) and temperature (θ) is introduced. Temperature is
defined as the temperature at which a dry mass of a certain altitude moves adiabatically to
a height of 1000 hpa. An increase in temperature with altitude means that the atmosphere
is stable. Turbulence is also produced by mechanical convection at a rate proportional
to (∂u/∂Z)2. The Richardson number can be said to be the ratio of these two processes,
and is an indicator of thermal turbulence and atmospheric stability. The strong negative
Richardson number characterizes strong vertical convection in an unstable atmosphere
with dominant convection, and weak winds. As the mechanical turbulence increases,
the Richardson number approaches zero as a neutral atmosphere (∂u/∂Z = 0). Finally,
when the Richardson number becomes positive, vertical convective mixing ceases, and the
atmosphere is stably stratified, resulting in mechanical turbulence.

S =
g
T

(
∆θ

∆Z

)
(8)

θ = T
(

p0

p

)0.286
(9)

Ri =
S

(∂u/∂Z)2 =
g
T

(∂θ/∂Z)

(∂u/∂Z)2 =
g
T0

(∂/∂Z)[θ0 + θ1]

[(∂/∂Z)(u0 + u1)]
2 (10)

2.5. WindSim

In the case of a mesoscale numerical model, modeling is carried out with a resolution
of 1 to 10 km, but with this resolution, it is possible to obtain a numerical value close
to reality in a system requiring high-resolution, such as a decrease in power generation
due to a fluid flow in a complex terrain, or a wake effect at the rear of a turbine. It is
difficult to determine, and accordingly, Computational Fluid Dynamics (CFD) models
that can be modeled at a high resolution of tens to hundreds of meters are mainly used
in wind farm design. WindSim, one of the computational fluid dynamics programs, is a
program mainly used for site selection for wind farm construction, and was developed
by WindSim A/S of Norway. The purpose of WindSim is to find an accurate solution
of the flow characteristics generated as the wind passes through the turbine, taking into
account all the natural properties of the fluid, such as compression, viscosity, friction,
and turbulence. Since WindSim is a non-linear flow program, it can simulate special
vortex phenomena, such as flow separation in complex terrain, much more accurately
than a linear model. WindSim calculates pressure, wind speed, Turbulent Kinetic Energy
(TKE), and turbulent dissipation rate using the Reynolds Averaged Navier–Stokes (RANS)
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equation for each grid through the mesh system to calculate the flow field. The turbulence
dissipation rate refers to the amount of energy transferred in the energy cascade process, in
which large eddies are converted into several small eddies. In WindSim, Terrain creates a
domain based on terrain elevation and roughness length, Wind Fields calculates a flow field
using a turbulence model based on meteorological data, Objects can designate observation
points and turbine locations, and flow value characteristics are identified. Six modules are
sequentially performed: results that can confirm the results; wind resources that create an
overall wind resource map; and energy that calculates annual power generation with wake
effect applied. In other words, after analyzing the terrain data including the terrain height
and roughness length in the Terrain module, the wind conditions in the corresponding
domain are analyzed using the RANS equation through the Wind Fields module. Energy
is calculated based on the wind resource map created after setting the location of the
meteorological data and the coordinates to install the turbine with the Objects module.
The Shuttle Radar Topography Mission (SRTM) 1” (30 m) data provided by the National
Aeronautics and Space Administration (NASA) was used for the topographical data of
the wind resource map analysis area, and the ground roughness (Roughness length) was
Vegetation Continuous Fields (VCF) data, the horizontal grid resolution of the domain is
set to 120 m, and the total number of grids is 3,120,500. WindSim used in this study is
ver. 11.0, and Table 4 shows the model settings.

Table 4. Input data and the configuration of WindSim SW.

Category Value

X range [UTM coord.] 614,860.11–665,466.72
Y range [UTM coord.] 6,246,218.84–6,300,311.27

Refinement None
Height distribution factor 0.1

Grid spacing [m] 120
Number of cells 3,120,500

Number of cells in the Z direction 20
Speed above boundary layer [m/s] 500

Height of boundary layer [m] 10
Turbulence model Standard k-epsilon

Number of iterations 500

2.6. WRF

The Weather Research and Forecasting (WRF) model is a numerical weather forecast-
ing (NWP) system developed by the US National Center for Atmospheric Research (NCAR)
to meet both atmospheric research and operational forecasting requirements. WRF features
two dynamic solvers, a data assimilation system, and a software architecture that allows for
parallel computation and system scalability. This model can serve a wide range of meteoro-
logical applications over scales ranging from a few meters to thousands of kilometers. WRF
allows researchers to create simulations that reflect real-world data (observation, analysis)
or ideal atmospheric conditions. WRF provides two dynamic solvers for the calculation
of atmospheric-governing equations, and variants of the model consist of WRF–ARW
(Advanced Research WRF) and WRF–NMM (non-static intermediate-scale model).

2.7. Study Procedure

The purpose of this study is to improve the accuracy of the predicted power generation
that can influence the economic feasibility of the offshore wind farm project. The first
purpose is to secure basic research data that can analyze the characteristics of wind resources
according to the atmospheric stability of the coast and the sea. The second purpose is to
find out which wind speed calculation method, HHWS or REWS, brings results closer to
the actual power generation. Finally, we try to find out what kind of temporal change
in atmospheric stability occurs when the difference between the expected and the actual
power generation is large, and whether or not sea surface temperature affects it. The results
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of this study may not be readily applicable to other regions. This is because there are clear
differences in the wind speed peak time, Weibull distribution, and turbulence characteristics
of wind resources, depending on the northern or southern hemisphere, latitude, climate,
and coastline shape. First, the Anholt wind farm is implemented through WindSim, and
HHWS and REWS are calculated in 10 min units through offshore LiDAR observation
data. These data are input into WindSim to calculate each expected power generation, and
time-series comparison analysis is performed with the actual power generation recorded
in SCADA. This calculates the error rate with the actual power generation, and analyzes
it in relation to the atmospheric stability when the error rate is large or small. However,
since the temperature data on LiDAR is only one month in two years, the temperature data
are secured through WRF simulation using ERA5 data. Although these results cannot be
applied to all offshore wind farms, we are conducting this study because we believe that a
good database can be established only when many of these research results are introduced
and accumulated. Figure 4 shows the detailed research procedure.
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3. Results
3.1. Model Simulation

In this study, simulation tools called WindSim and WRF were used, and WindSim
was used to analyze wind resources by HHWS and REWS, and calculate predicted power
generation. WRF is used to calculate the thermal atmospheric stability, which affects the
amount of wind power generation. Temperature, sea surface temperature, or heat flux
values are required to obtain the thermal atmospheric stability. The only temperature
observed from marine LiDAR were data for the month of December 2014 out of two years
(a few percent of data acquisition rate, compared to the entire period). Therefore, ERA5
re-analysis data were used for MCP from the temperature point of view, and correlation
with the observed values was analyzed with temperature data in December 2014 to verify
ERA5 (Figure 5).

For correlation analysis, root mean square error (RMSE), mean bias error (MOE), and
index of agreement (IOA) indicators were used, and the equations for each indicator are
as follows:

RMSE =

√
∑n

i=1(Mi − Oi)
2

n
(11)

MBE =
∑n

i=1(Mi − Oi)

n
(12)

IOA = 1 −
[

∑n
i=1(Oi − Mi)

2

∑n
i=1
(∣∣Mi − O

∣∣+ ∣∣Oi − O
∣∣)2

]
O : Observation data, M : Model output

(13)
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Figure 5. Time-series trends of LiDAR air temperature observation data and ERA5-based WRF
analysis data in December 2014.The black dots are the LiDAR observation data, and the red solid line
is the WRF simulation result (RMSE: 0.57, MBE: 0.08, IOA: 0.98).

As a result of analyzing the one-hour average temperature data of 10 m for the month of
December 2014, RMSE, MOE, and IOA were (0.57, 0.08, and 0.98), respectively, showing a sig-
nificant level of correlation. Although LiDAR observation data are used for wind resource
analysis, wind speed correlation was also analyzed to further improve the reliability of the
ERA5 temperature data, compared to the actual observation value. Since it is clear that
temperature-related changes in the thermal properties in the atmospheric boundary layer
will affect the changes in wind resources, the wind speed data of ERA5 were also compared
with the observed values. Similarly, we compared only the month of December 2014, which
was the same as the period for securing temperature data, and the RMSE, MOE, and IOA
of wind speed data at 65 m of (1.46, −0.45, and 0.97), at 85 m of (1.45, −0.40, and 0.97), and
at 141 m of (1.47, −0.35, and 0.97), respectively, were confirmed (Figure 6).Appl. Sci. 2022, 12, 6949 13 of 36 
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Figure 6. Time-series trend of wind speed LiDAR observation data by each height in December 2014
and WRF analysis data based on ERA5. The black dots are the LiDAR observation data, and the
red solid line is the WRF simulation result. The analysis results are (65, 85, and 141) m from the
top, respectively (65 m: RMSE: 1.46, MBE: −0.45, IOA: 0.97/85 m: RMSE: 1.45, MBE: −0.40, IOA:
0.97/141 m: RMSE: 1.47, MBE: −0.35, IOA: 0.97).
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WindSim also showed CFD analysis results that converge in all 12 sector analyses at
30-degree intervals. It seems that no problems occurred in the process of calculating wind
speed, wind direction, Weibull distribution, turbulence intensity, turbulent kinetic energy,
and wake loss rate (Figure 7).
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Figure 7. WindSim simulation results for the Anholt offshore wind farm: (a) wind speed at 105 m;
(b) Weibull shape factor; (c) turbulence intensity; and (d) wake dissipation rate.

3.2. Stream Sector and Data Filtering

In accordance with IEC 61400-12-1 Annex A, major buildings and wind turbines
affecting the vicinity of meteorological masts and wind turbines were selected as major
obstacles. As explained in Section 2.1, the analysis was performed on only the 5 wind
turbines located on the windward side of the 111 wind turbines of the Anholt offshore
wind farm (A01, A02, A03, B01, and C01 wind turbines). To set the effective measurement
azimuth of the wind direction, the wind direction affected by the nearby wind turbines was
determined by the location (separation distance, angle) between the turbines. Accordingly,
the distortion azimuth that should be excluded from the effective measurement azimuth
due to the wake effect from the adjacent wind turbine was calculated using Equation (14).
However, to check the sensitivity of the analysis result to the wake effect, the wake effect
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cannot be completely excluded, so the main wind direction of the offshore LiDAR was
commonly applied, despite the calculation of the effective azimuth for each turbine. In this
case, only bins corresponding to 3.5% or more of the frequency of wind speed occurrence
at 1-degree intervals were extracted, and wind directions from (94 to 288) degrees were
selected (Figure 8).

α = 1.3 Arctan
(

2.5Dn

Ln
+ 0.15

)
+ 10 (14)

α : Disturbed sector
Dn : Rotor diameter at neighborhood wind turbine
Ln : Distance between neighborhood wind turbine and target wind turbineAppl. Sci. 2022, 12, 6949 15 of 36 
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Figure 8. Free stream sector angle (yellow) for each turbine to be analyzed within the Anholt offshore
wind farm and the main wind direction of the entire offshore wind farm (gray hatched line). The free
stream sector refers to the wind direction free from wake effects by the surrounding turbines.

Data filtering consisted of a total of 4 steps. First-order filtering was performed for the
effective azimuth introduced above. Second-order filtering was performed on the section
containing missing values. The third and fourth orders are filtering for wind speed and
power generation, respectively. In the third phase, the section with 0 power generation
was filtered, despite the inflow of wind corresponding to the operating wind speed of
the wind turbine (>3.5 m/s). Lastly, in the fourth step, filtering was performed for the
section less than the cut in wind speed of the wind turbine. The analysis was performed by
selecting the time when the data of all turbines are valid at the same time. Finally, about
41% of the total raw data was used for analysis. Table 5 shows the data filtering rate and
filtering items.
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Table 5. Data filtering categories and data availability before and after the data filtering at each turbine.

SCADA Data Filtering Category
Wind Turbine

A01 A02 A03 B01 C01

Valid Data (#, %) Data % Data % Data % Data % Data %

Pre-Filtered Data 104,584 100.0 104,584 100.0 104,584 100.0 104,584 100.0 104,584 100.0

Wind Direction 71,563 68.4 71,563 68.4 71,563 68.4 71,563 68.4 71,563 68.4

(All) Wind Direction 71,563 (68.4%)

Missing Value 102,958 98.4 104,318 99.7 104,559 99.9 104,216 99.9 104,480 99.9

(All) Missing Value 102,195 (97.7%)

Cut in Speed, but Power ≤ 0 100,102 95.7 101,588 97.1 103,454 98.9 102,016 97.5 102,343 97.8

(All) Cut in Speed but No Power 91,113 (89.1%)

Below Cut in Speed 95,031 90.8 103,162 98.6 104,164 99.6 103,892 99.3 104,178 99.6

(All) Below Cut in Speed 92,091 (88.0%)

Post-Filtered Data 55,902 53.4 66,879 63.9 69,988 66.9 67,935 64.9 68,812 65.8

All (Post Filtered Data) 43,507 (41.6%)

3.3. Comparison with Actual Data
3.3.1. Rotor Equivalent Wind Speed Calculation

In this study, the rotor disk was divided into a total of 5 sectors to calculate the rotor
equivalent wind speed, and Figure 9 and Table 6 show the area and height of the detailed
sectors. Table 1 mentions that the hub height of the turbine is 81.6 m, and Table 2 explains
that the height of the offshore platform where the LiDAR is installed is 25.6 m above sea
level. For convenience in calculation, the turbine hub height and LiDAR observation height
offset are assumed to be 80 and 25 m, respectively. Although the uncertainty of the analysis
result may increase slightly, it was judged that it would not have a significant level of
influence on the result.
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Table 6. Detailed data summary at sub-sectors for calculating the rotor equivalent wind speed.

Sector Wind Speed
Height [m]

Wind Speed
[m/s]

Segment
Weighting [%]

Segment
Bottom Height

[m]

Segment
Upper Height

[m]

Segment Height
[m]

A5 155 9.68 10.96 45 65 20
A4 135 9.36 18.22 65 85 20
A3 105 9.05 41.64 85 125 40
A2 75 8.59 18.22 125 145 20
A1 55 8.16 10.96 145 165 20

3.3.2. Comparison between HHWS and REWS

After inputting the observation values of wind resources for HHWS and REWS into
WindSim, respectively, the generation amount of the Anholt offshore wind farm for two
years was calculated. The wind speed values for each wind turbine simulated in WindSim
and the wind speed values for each wind turbine recorded in SCADA were compared. A
correlation analysis was performed between the simulated wind speed and the actual value
at the location where the analysis target turbine was installed (Figure 10). On average,
regardless of HHWS and REWS, the correlation between the simulated value and the actual
wind speed value was 0.8 or higher. The correlation between REWS and the actual SCADA
wind speed was slightly higher than that of HHWS, but there was no significant difference
(Table 7). In the simulated wind speed values, REWS showed a slightly higher wind speed
value than HHWS.

Table 7. Correlation coefficient (R2) between simulated wind speed and actual SCADA wind speed
at each wind turbine location.

Correlation (R2) Turbine A01 Turbine A02 Turbine A03 Turbine B01 Turbine C01

Actual Wind Speed vs. HHWS 0.815 0.821 0.820 0.814 0.787
Actual Wind Speed vs. REWS 0.816 0.824 0.821 0.817 0.791

Meanwhile, the wind speed difference distribution was expressed in ArcGIS using the
wind resource grid values of REWS and HHWS calculated by WindSim. In the vicinity of
the offshore wind farm, REWS showed a high distribution of about 0.1 m/s. Considering
that the main wind is a westerly wind, it can be seen that the wavy contours are stacked on
the right side of the offshore wind farm. It appears that the wake effect in the wind farm is
reflected, and it is judged that as the wind passes through the wind farm, the difference
between REWS and HHWS slightly increases.

In the vicinity of the mainland located in the southwest of the analysis domain and
Anholt Island located in the northeast of the analysis domain, shades of blue are shown.
These indicate that the difference between REWS and HHWS is small compared to other
regions, and it seems that the difference between REWS and HHWS is smaller due to the
length of roughness on land being higher than at sea (Figure 11).
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Figure 10. Correlation analysis through scatterplot distribution between simulated wind speed and 
actual SCADA wind speed at each wind turbine location: (a) A01; (b) A02; (c) A03; (d) B01; and (e) 
C01 wind turbine. 

Figure 10. Correlation analysis through scatterplot distribution between simulated wind speed and
actual SCADA wind speed at each wind turbine location: (a) A01; (b) A02; (c) A03; (d) B01; and
(e) C01 wind turbine.
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Figure 11. Wind speed difference distribution of REWS and HHWS within the research domain
including the Anholt offshore wind farm. The closer to red, the greater the wind speed difference.

3.3.3. Comparison with Power Output

The scalar difference and trend of HHWS and REWS compared to SCADA actual
wind speed by time of day were compared. At the same time, the predicted generation
using HHWS and REWS was also compared to the actual generation. Figure 12 shows
the trend of daily wind speed and power generation for each turbine. The gray solid line
and bar indicate the wind speed and power generation of SCADA, respectively. Red and
blue represent HHWS and REWS, respectively. In the time-series analysis, the difference
between the wind speed at the turbine location input to SCADA and the wind speed
simulated by WindSim was significant. Clearly, the diurnal trend seems to coincide without
any major problem, but the absolute value difference is up to 0.47 m/s. The actual wind
speed of the turbines A02 and A03 was similar to that of the REWS, but unfortunately, the
wind turbines A01, B01, and C01 located in a straight line showed a large error in relation
to the simulated wind speed. It is necessary to sufficiently check whether the WindSim
software does not simulate the wind speed at each wind turbine location well, or whether
special weather phenomena at the site where the wind speed is amplified are overlapped.

When only looking at the average wind speed and daily change, REWS showed a
consistently higher value compared to HHWS. This eventually seems to imply that REWS
is closer to SCADA wind speed, but REWS generation accuracy was not dominant at all
time-points. The daily change graph shows the error rate of the expected generation of
HHWS and REWS, compared to the actual generation. The data of the five wind turbines to
be analyzed were averaged, and the error rate was calculated by subtracting each simulated
power from the actual power generation, and dividing by the actual power generation
(Figure 13). Through this formula, a positive error rate means that the simulated power
generation is smaller than the actual power generation, and a negative number indicates
that the simulated power generation is greater.

As Table 8 clearly shows, it seems that there are times when the REWS-based gen-
eration forecast is more accurate, and there are times when the HHWS-based generation
amount is rather more accurate. In more than half of the day, the REWS-based simulated
power generation showed a higher value than the actual power generation. In particular, it
showed a pattern of simulating a value that was consistently higher than the actual power
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generation from 14:00 until sunrise. On the other hand, HHWS simulated a relatively small
amount of power generation, compared to the actual power generation. A slightly higher
power generation was simulated 2–3 h before and after sunset, but lower values than the
actual power generation were simulated in other sections. To find out whether such a
result is overestimated or underestimated compared to the actual power generation, the
absolute value difference with the actual power generation was calculated. Among REWS
and HHWS simulated power generation, the section with a smaller error with actual power
generation is indicated in yellow in Table 4. From midnight to 14:00, most of the REWS
simulated power generation was close to the actual power generation. On the other hand,
from 15:00 to 21:00, the HHWS simulated power generation was closer to the actual power
generation. The maximum release time of heat flux from the land surface with low specific
heat is 14 h, whereas the time for heat flux emission from the ocean with high specific heat
is delayed. This is because the ocean can retain more heat, and do so longer. The time
when the REWS-based simulated power generation and the actual power generation error
increases is from 15:00 to 21:00, which is generally the time when the heat flux from the
ocean is released. The release of thermal energy from the ocean appears to change the
magnitude or shape of wind shear or thermal convection, and these movements appear to
affect REWS.
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Figure 12. Comparison of the wind speed/power output at each turbine location simulated by REWS
and HHWS, and the SCADA actual data: (a) A01; (b) A02; (c) A03; (d) B01; and (e) C01 wind turbine.
Blue colored solid line and stick represent REWS, while red colored solid line and stick mean HHWS,
and gray colored solid line and stick mean SCADA data.
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Figure 13. Changes in diurnal hourly error rate of the REWS-based and HHWS-based simulated
power output, compared to the actual power output. The red bar shows the error between the actual
power output and the HHWS-based power output, while the blue bar shows the error with the REWS.
If the error rate is positive, this means that the actual power output is higher than the simulated
power output.

Table 8. The distribution of simulated wind speed when the simulated power output is higher than
the actual power output, and the absolute difference with the actual power output is smaller.

Time (LST) 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

>Actual
Power

REWS • • • • • • • • • • • • • • • •
HHWS • • • • • •

Abs. Diff.
REWS
HHWS

Yellow colored box represents the method with more accurate power due to less error compared to the actual
power output.

To see monthly changes rather than annual averages, we examine the characteristics of
November, December, and January, when the temperature is generally low, and the trends
in May, June, and July, when the temperature is high. In Figure 14, the solid red line is
the error between the actual power generation and the HHWS-based simulated power
generation, while the blue line is the REWS-based result. The gray solid line represents the
wind speed difference between REWS and HHWS. In the season when the temperature
is low, the variation in the error rate between the simulated power generation and the
actual power generation amount does not appear to be significant. Additionally, the error
rate between the simulated power generation of HHWS and REWS does not appear to
show a significant difference. The difference in wind speed between REWS and HHWS
decreases in the afternoon, which is the same in the low and high seasons. However, in the
season of high temperature, the generation error rate shows a completely different pattern.



Appl. Sci. 2022, 12, 6949 20 of 33

Compared to the low temperature season, the generation error rate changed significantly
according to the time of day, and there were times when the same trend did not appear.
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Figure 14. Monthly error rates of simulated power output based on REWS (Blue) and HHWS (Red) 
and the actual power output, and the distribution of wind speed differences between REWS and 
HHWS (Gray). These are the analysis data for turbines A01 and C01, respectively, and November, 
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mer, are analyzed, respectively.  
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value offset by 25 m from the offshore platform). When the vertical wind speed profiles 
are classified by atmospheric stability, it is clear that the more unstable the atmosphere, 
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offshore LiDAR observations, the wind shear standard atmospheric stability in the vicin-
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shear coefficient of 0.11). In general, atmospheric stability is expressed as neutral when 
the wind shear coefficient is 0.143, according to the 1/7 rule in micrometeorology.  

Figure 14. Monthly error rates of simulated power output based on REWS (Blue) and HHWS (Red)
and the actual power output, and the distribution of wind speed differences between REWS and
HHWS (Gray). These are the analysis data for turbines A01 and C01, respectively, and November,
December, and January, which are close to winter, and May, June, and July, which are close to summer,
are analyzed, respectively.

3.4. Atmospheric Stability in Anholt OWF

To find out how the error with actual power generation was related to changes in
atmospheric stability in the atmospheric boundary layer, first, the atmospheric stability
distribution characteristics in the vicinity of the Anholt offshore wind farm were analyzed.
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As explained in Section 2.4, atmospheric stability in this study was analyzed based on wind
shear, turbulence intensity, and Richardson number. All atmospheric stability indicators
were classified into five states according to the criteria in Table 3 (strong unstable, unstable,
neutral, stable, and strong stable).

First, atmospheric stability analysis based on wind shear was performed. Figure 15
shows the result of air stability classification after calculating the wind shear coefficient
from wind speed data at (40 and 116) m (the y-axis altitude in the figure is the corrected
value offset by 25 m from the offshore platform). When the vertical wind speed profiles are
classified by atmospheric stability, it is clear that the more unstable the atmosphere, the
smaller the difference in wind speed between the upper and lower layers, and sometimes
the wind speed in the upper layer is smaller than that in the lower layer. Based on offshore
LiDAR observations, the wind shear standard atmospheric stability in the vicinity of the
Anholt offshore wind farm can be said to be unstable or neutral (average wind shear
coefficient of 0.11). In general, atmospheric stability is expressed as neutral when the wind
shear coefficient is 0.143, according to the 1/7 rule in micrometeorology.
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Figure 15. Wind shear-based vertical wind speed profile types for each atmospheric stability using
two-year observation data from Anholt offshore LiDAR. Red square, orange square, gray cross, green
circle, and blue circle represent strongly unstable, unstable, near-neutral, stable, and strongly stable,
respectively. Yellow diamond represents the all-averaged vertical wind speed profile.

Figure 16 confirms the changes in the daily wind shear coefficient and the distribution
of the appearance frequency of atmospheric stability. The detailed wind shear changes in
the rotor disk reveal why an error can be made by considering only the hub altitude and
wind speed. It can be predicted that various wind shear coefficients and changes with time
will affect the load and torque of the turbine, including the blades. This can be a major
cause of the increase or decrease in the amount of power generation.
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(0.08–0.12), and atmospheric stability is unstable or near-neutral. 

The second is the classification of atmospheric stability according to the intensity of 
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intensity at the Anholt offshore wind farm. Analysis was performed on the part marked 
with a white solid line in the domain of the offshore wind farm displayed in the upper 
right corner. It can be said that the longitude range corresponding to the horizontal axis 
of each figure coincides with the white solid line indicated in the domain. The upper part 
in Figure 17 shows the wind speed and turbulence intensity in the northern part of the 
wind farm, where the distance between the offshore wind turbines is dense. On the other 
hand, the lower part of Figure 17 is the southern part of the offshore wind farm close to 
where the five wind turbines to be analyzed are located. The results of the northern part 
of the wind farm show that the turbulence intensity is weak at longitudes lower than 11 
degrees, because the wind has not yet passed through the wind farm, but it can be con-
firmed that as the hardness exceeds 11 degrees, the intensity of turbulence increases. This 
was more evident at the lower altitude than the hub altitude. A more rapid increase in 
turbulence intensity was confirmed in the southern part of the wind farm, which is be-
lieved to be because the main wind directions are westerly and southwesterly winds. This 
is because the wake effect caused by the wind turbine on the windward side overlaps at 
the same time as the southwesterly wind series wind blows. As such, it can be seen that 
the intensity of turbulence increases on penetrating the wind farm. 

Figure 16. (a) Daily change in wind shear coefficient, and (b) atmospheric stability frequency
distribution ratio for each height. Wind shear coefficient between (85 and 140) m has a distribution of
(0.08–0.12), and atmospheric stability is unstable or near-neutral.

The second is the classification of atmospheric stability according to the intensity of
turbulence. Figure 17 derives cross-section analysis results for wind speed and turbulence
intensity at the Anholt offshore wind farm. Analysis was performed on the part marked
with a white solid line in the domain of the offshore wind farm displayed in the upper
right corner. It can be said that the longitude range corresponding to the horizontal axis of
each figure coincides with the white solid line indicated in the domain. The upper part in
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Figure 17 shows the wind speed and turbulence intensity in the northern part of the wind
farm, where the distance between the offshore wind turbines is dense. On the other hand,
the lower part of Figure 17 is the southern part of the offshore wind farm close to where
the five wind turbines to be analyzed are located. The results of the northern part of the
wind farm show that the turbulence intensity is weak at longitudes lower than 11 degrees,
because the wind has not yet passed through the wind farm, but it can be confirmed that
as the hardness exceeds 11 degrees, the intensity of turbulence increases. This was more
evident at the lower altitude than the hub altitude. A more rapid increase in turbulence
intensity was confirmed in the southern part of the wind farm, which is believed to be
because the main wind directions are westerly and southwesterly winds. This is because
the wake effect caused by the wind turbine on the windward side overlaps at the same
time as the southwesterly wind series wind blows. As such, it can be seen that the intensity
of turbulence increases on penetrating the wind farm.
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turbulence was highest at 65 m, the lowest point, and peaked at 10 a.m. It showed a gen-
eral change curve in which the intensity of turbulence decreased at sunset, and increased 
after sunrise. On the other hand, unlike wind shear-based atmospheric stability classifica-
tion, atmospheric stability based on turbulence intensity showed a generally stable state. 
At each altitude, the unstable atmosphere was less than 20%, indicating that more than 
60% was a stable atmosphere. 

  

Figure 17. Cross-sectional analysis of wind speed and turbulence intensity by latitude at the Anholt
offshore wind farm. The distribution of wind speed and turbulence intensity from (50 to 300) m
above Mean Sea Level (MSL) can be checked. The black dashed lines indicate the hub height (80 m)
and the uppermost part of the rotor disk (140 m) of the wind turbine, respectively.
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Figure 18 confirms the daily turbulence intensity change by altitude. The intensity of
turbulence was highest at 65 m, the lowest point, and peaked at 10 a.m. It showed a general
change curve in which the intensity of turbulence decreased at sunset, and increased after
sunrise. On the other hand, unlike wind shear-based atmospheric stability classification,
atmospheric stability based on turbulence intensity showed a generally stable state. At
each altitude, the unstable atmosphere was less than 20%, indicating that more than 60%
was a stable atmosphere.
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value of 7.84%, and the atmospheric stability is stable. 

Finally, the atmospheric stability is classified according to the Richardson number. 
The atmospheric stability analysis by wind shear and turbulence intensity described 
above corresponds to the mechanical atmospheric stability classification method that does 
not consider thermal factors. However, since the Richardson number uses temperature as 
a parameter, it is possible to define atmospheric stability according to temperature, and 
furthermore, heat flux distribution within the atmospheric boundary layer. Atmospheric 
stability based on the Richardson number was analyzed by dividing the upper part (Sector 
#1) and lower part (Sector #2) of the rotor disk based on the hub height, and the entire 
rotor disk (Sector #3). According to the criteria for classification of atmospheric stability 
according to the Richardson number, the atmospheres in a strongly unstable and unstable 
state are indicated in red, neutral in green, and stable and strongly stable atmospheres in 
blue. Figure 19 shows the frequency of appearance of atmospheric stability by sector based 
on this standard. 

  

Figure 18. (a) Daily change in turbulence intensity, and (b) atmospheric stability frequency distribu-
tion ratio for each height. Turbulence intensity at hub height (85 m) has a peak time at 10 LST, value
of 7.84%, and the atmospheric stability is stable.

Finally, the atmospheric stability is classified according to the Richardson number.
The atmospheric stability analysis by wind shear and turbulence intensity described above
corresponds to the mechanical atmospheric stability classification method that does not
consider thermal factors. However, since the Richardson number uses temperature as a
parameter, it is possible to define atmospheric stability according to temperature, and fur-
thermore, heat flux distribution within the atmospheric boundary layer. Atmospheric
stability based on the Richardson number was analyzed by dividing the upper part
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(Sector #1) and lower part (Sector #2) of the rotor disk based on the hub height, and
the entire rotor disk (Sector #3). According to the criteria for classification of atmospheric
stability according to the Richardson number, the atmospheres in a strongly unstable and
unstable state are indicated in red, neutral in green, and stable and strongly stable atmo-
spheres in blue. Figure 19 shows the frequency of appearance of atmospheric stability by
sector based on this standard.
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It can be confirmed that above the rotor, the atmosphere in a stable or neutral state
dominates, which does not receive radiation energy directly from the sea level. On the
other hand, it was found that in the lower part of the rotor, relatively unstable atmospheric
conditions frequently occurred. In the atmospheric stability based on the Richardson
number calculated for the entire rotor disk, strong stable or unstable conditions were
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dominant. On the other hand, the intraday change did not differ significantly from the
average value. However, unlike the time-series on land, there was no significant change in
atmospheric stability over time. In the case of the lower part of the rotor, the steady unstable
state continued, and it can be confirmed that the relatively stable or neutral atmospheric
state continues in the upper part of the rotor (Figure 20).
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3.5. Power Output Related with Atmospheric Stability

Based on the above atmospheric stability analysis results, we want to confirm the
change in power generation according to atmospheric stability. In more detail, we examine
how the error between the expected generation and actual generation based on REWS and
HHWS changes, depending on atmospheric stability.

First, the wind shear-based wind power generation error rate for each atmospheric
stability was calculated (Figure 21). When the atmosphere is unstable, neutral, or stable,
HHWS sometimes has a smaller error rate, and there are turbines where REWS simulates
the actual generation more closely. In particular, in the case of the A01 turbine with the
widest free stream sector, it is the first turbine to receive wind from the upwind side,
without the influence of wakes. Rather, in this case, it was shown that the simple HHWS
simulates the actual power generation more closely than the REWS when the atmosphere is
unstable, neutral, and stable. This is because when unstable, neutral, or stable, the vertical
wind velocity profile is moderately inclined in the positive direction. On the other hand,
when the atmosphere is strongly unstable or in a strong stable state, it can be seen that
REWS significantly reduces the error with actual power generation compared to HHWS. In
particular, when the atmosphere is strong and stable, the error rate with the actual power
generation can be reduced by more than 5%.
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B01 and Turbine C01 are indicated, respectively.



Appl. Sci. 2022, 12, 6949 28 of 33

Second, the error rate of wind power generation by atmospheric stability was cal-
culated based on the intensity of turbulence (Figure 22). This confirmed that when the
atmosphere was strongly unstable or somewhat unstable, that is, when the turbulence
intensity was high, both HHWS and REWS did not properly simulate the actual power
generation. However, when the atmosphere was strongly unstable, unstable, or neutral, it
could be confirmed that REWS improves the error rate with the actual power generation,
compared to HHWS. On the other hand, when classifying atmospheric stability based on
turbulence intensity, it was confirmed that when the atmosphere is strongly stable, that
is, when turbulence hardly occurs, the simulated power generation based on HHWS is
relatively closer to the actual power generation.
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Finally, the error rate of wind power generation by atmospheric stability was cal-
culated based on the Richardson number (Figure 23). What is interesting here is that
REWS only gives good results when the atmosphere is very unstable, i.e., within the at-
mospheric boundary layer, where free convection over mechanical convection dominates.
Table 9 summarizes the error rates for each atmospheric stability index and the actual
power generation.
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Turbine B01 and Turbine C01 are indicated, respectively.
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Table 9. Error rate between the simulated power output based on REWS and HHWS, and the actual
power output by atmospheric stability classification method (Wind shear, TI, Richardson Number).

Stability Index Turbine No.
Compared with REWS (Error Rate, %) Compared with HHWS (Error Rate, %)

1 2 3 4 5 1 2 3 4 5

Wind Shear

Turbine A01 7.47 −1.91 −0.96 −1.70 20.32 9.95 −0.14 0.41 0.19 26.01
Turbine A02 10.17 0.44 −0.12 −0.37 22.70 12.00 2.25 1.26 1.39 29.20
Turbine A03 8.10 −1.57 −1.07 −1.09 20.61 10.50 0.33 0.26 0.64 26.21
Turbine B01 12.64 2.65 0.70 0.73 24.37 14.87 4.39 1.95 2.77 29.50
Turbine C01 12.86 0.35 1.22 1.62 24.98 15.00 2.06 2.56 3.43 30.81

TI

Turbine A01 78.99 34.26 3.52 −2.70 −4.16 80.47 37.89 6.27 −0.40 −3.00
Turbine A02 78.40 37.32 6.10 −0.79 −2.78 79.33 40.35 8.79 1.51 −1.72
Turbine A03 79.40 34.44 3.60 −2.36 −3.99 80.26 38.36 6.44 −0.16 −2.86
Turbine B01 80.31 43.11 10.92 0.58 −2.34 80.70 46.57 13.71 2.80 −1.29
Turbine C01 81.89 39.88 8.39 −0.42 −1.90 83.75 42.86 11.28 1.71 −0.72

Richardson
Number

Turbine A01 2.55 −2.33 −0.88 −2.88 −3.53 6.59 −0.86 0.20 −1.50 −2.01
Turbine A02 6.20 −1.68 −0.82 −2.35 −2.54 8.29 −0.17 0.53 −1.09 −0.18
Turbine A03 2.27 −2.24 −1.12 −3.66 −4.49 4.67 −0.81 −0.06 −2.34 −1.99
Turbine B01 9.89 −0.14 −0.42 −2.76 −0.91 12.31 1.06 0.61 −1.40 1.62
Turbine C01 6.45 0.04 −0.93 −2.08 −1.33 8.19 1.55 −0.06 −0.77 0.61

Atmospheric Stability Class (1: Strongly Unstable, 2: Unstable, 3: Near-Neutral, 4: Stable, 5: Strongly Stable).

4. Discussion

It is necessary to introduce some additional points to mention about this research
method and some points to be supplemented in the future. First, WindSim, a commercial
CFD software, was used in consideration of the fact that there was land on the upwind
side and that there were more than 100 wind turbines and the turbines were closely spaced.
Additionally, WRF, which has excellent predictability reflecting meteorological factors
and is evaluated as the most commonly used numerical weather prediction model in the
world, was judged to be suitable for this study. Second, most of the actual temperature
data that can determine thermal atmospheric stability among the two-year offshore LiDAR
observation data were missing. Fortunately, observation data for one month was secured,
so it could be supplemented and verified with ERA5 reanalysis data, but actual observation
data could further improve reliability. Third, along with the Richardson number, the
Monin–Obukhov length, which is known as a representative method for determining
thermal atmospheric stability, could not be calculated. It is a method to determine whether
the turbulent momentum is due to the shear effect or the buoyancy effect through the
mechanical variable of friction velocity, the natural variable of buoyancy, and the advection
of heat flux. Since there was no flux sensor, the Monin–Obukhov length could not be
calculated. There is a method of using reanalysis data, such as ERA5 or MERRA2, but it
was not used because verification with actual data was not possible. Fourth, since it is an
offshore wind farm, thermal stability is judged to have a strong correlation with sea surface
temperature, as well as air temperature. In the future, by securing sea surface temperature
data, it is intended to analyze the changes in REWS and HHWS according to the difference
in sea surface temperature compared to the 20~30 average years.

5. Conclusions

In general, wind resources near the surface or sea level within the atmospheric bound-
ary layer have very low predictability, because they induce characteristic changes in a short
time by convection, temperature reversal layer, and wind shear caused by simultaneous
forcing by mechanical and thermal factors. Accurately predicting wind power resources
means accurately predicting wind power generation, which, in turn, can be a sure means
of balancing electricity demand and supply with economic benefits for operators. In this
study, in order to improve the prediction accuracy of wind power output, the concept of
equivalent rotor wind speed recommended by IEC61400-12-1 was introduced to accurately
reflect the wind speed characteristics of the rotor disk area. To determine how accurate
and always accurate REWS compared to HHWS (Hub Altitude Wind Speed), two years of
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SCADA data were analyzed and validated at the Anholt Offshore Wind Farm in Denmark.
After filtering to secure valid data that satisfies the purpose of the study, 41.6% of the
final data was analyzed. REWS- and HHWS-based simulated power output have different
error rates than actual power output over each time. From midnight to 14:00, the error
rate (−0.11%) between REWS-based simulated power output and actual power output
tended to decrease compared to the error rate of HHWS (1.56%). The difference in accuracy
of each method according to time change is directly related to the atmospheric stability.
The cause of this difference can be explained by analyzing the gradient and shape of the
vertical wind speed profile, how high the turbulence intensity is, and how the temperature
or heat flux distribution differs from other regions. Wind shear, turbulence intensity, and
Richardson number, which are the most commonly used atmospheric stability classification
methods, were used because wind resource analysis based on local atmospheric stability is
essential to increase the accuracy of power output prediction. In the vicinity of the Anholt
offshore wind farm, unstable atmospheric conditions (59.13%) were dominant rather than
stable (18.54%) in the wind shear-based atmospheric stability classification. This means
that the wind speed difference between the upper and lower layers is small, and it also
means that a lot of mixing effects are taking place in the vertical direction. As a result of
the classification of atmospheric stability according to the turbulence intensity, a stable
atmosphere was dominant (61.46%), and it is judged that this area does not generate much
turbulence. In the results of atmospheric stability classification by Richardson number,
the unstable atmosphere was dominant (42.71%), while the strongly stable atmosphere
was also found in a significant proportion (39.07%). As a result of comparing the error
rate between the actual and the simulated power output (REWS, HHWS) according to
the atmospheric stability classification criteria, the error rate was large when the wind
shear-based atmospheric stability classification was very stable (22.59%, 28.35%). This
means that when the wind speed difference between the upper and lower layers is large
and strong wind shear occurs in the vertical direction, the error rate is large. The error
rates were large (10.25%, 12.46%) even when the atmosphere was very unstable. However,
in both cases, the prediction accuracy of REWS-based simulation was improved. In the
results of classification of atmospheric stability according to the turbulence intensity, the
REWS showed that the error rate was low when the atmosphere was strongly unstable
(79.79%) or unstable (37.80%), but the error rate was basically very large. Finally, as a result
of analyzing the error rate for each atmospheric stability based on the Richardson number,
the REWS consistently improved only when the atmosphere was strongly unstable (5.47%).

Through the results of this study, REWS, which is judged to be theoretically superior,
showed better prediction accuracy than HHWS. However, this was not always the case,
probably due to differences in atmospheric stability distribution based on local atmospheric
boundary layer characteristics. In other words, when a wind farm project is to be carried out,
it should be possible to determine which method, REWS or HHWS, can produce relatively
more accurate power output based on the results of analysis of nearby atmospheric stability
characteristics. Occasionally, the expected power output was small and the business license
should be sold because it was thought that the project feasibility was insufficient, but
the actual power output was higher. Conversely, the project was carried out because the
expected power output was high, but the actual power output may be much lower. In order
to reduce this severe risk, methodological research that can accurately calculate annual
energy production should be continued. The author argues that in order to further expand
and improve the technological maturity of wind energy, basic research on regional wind
resources in the area where the project will be carried out should be completed in detail.
The results of this study could be interpreted completely differently in other regions or
countries. This is because latitude and longitude, air temperature, sea surface temperature,
and amphibious distribution show very large differences from region to region. However,
this study is expected to be widely used as basic data for developers and researchers who
want a detailed analysis of offshore wind resources.
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