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Abstract

:

Unmanned aerial vehicles (UAVs) are commonly used in disaster recovery efforts to confirm the extent of the damage caused by a large-scale disaster and to ensure that adequate information about the affected area is gathered. UAV usage in a disaster situation is not limited to information gathering, but its functions further extend to network communication functions such as a communication relay, mobile base station, etc. Conversely, using UAVs as communication relays or base stations (e.g., as a temporary mobile base station) is subject to some limitations such as bad weather and limited energy, which affect the timely collection and delivery of information to and from a disaster area. Therefore, an approach to improve the information collection and delivery in a disaster area while ensuring urgent network restoration is necessary. In this paper, we introduce a practical approach to deploying a drone-based message ferry to improve the timely collection and delivery of information in a disaster situation. Specifically, a locally accessible cloud system (LACS), which we previously developed for urgent local network restoration in a disaster affected area, is attached to a drone to form a message ferry. In order to improve the information collection and delivery, the message ferry is deployed from the local headquarters (i.e., local government office or disaster response coordination center) to carry information to and from a standalone LACS installed at each disaster shelter. We measure the achievable data rate of inter-LACS data transfer (i.e., message ferry and a standalone LACS) through experiment. Thereafter, we estimate and confirm the effective transmission speed to transfer data from the local headquarters to the disaster shelters using average achievable data rate obtained from the experiment in order to extend the LACS services and functions. Our experimental results and analysis suggest that the proposed message ferry is more advantageous to transfer a large amount of data (e.g., 300 MB) at a high speed in the hundred meter to ten kilometer range.
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1. Introduction


The importance of an unmanned aerial vehicle (UAV) for ICT solutions in providing access to vital information during and in the aftermath of a large-scale disaster cannot be over-emphasized. The use of UAVs is crucial to the disaster management and recovery efforts [1] to ensure adequate safety and prevent loss of life that may be caused by various disasters like earthquakes, typhoons, landslides, and wildfires. When a large-scale disaster occurs, the communication infrastructure is destroyed and the pace of disaster response is often affected due to lack of correct and up-to-date information, which may lead to delays and decision errors. In this instance, the traditional approach that is often used to restore communication is to change the damaged network components with new ones or provide a container type network node as a substitute [2]. Nevertheless, the optical fiber and fixed wireless link that is essential for such a system needs a substantial amount of installation time and in some instances physical installation is not possible in the disaster area. Moreover, previous studies utilized a mobile ad-hoc network (MANET) [3], although users need to be in constant connection with one another in order to be able to share vital information. Furthermore, a delay tolerant network (DTN) [4] is used when a steady network connection is difficult to establish when there is a communication failure, which is often experienced in the aftermath of a large-scale disaster. In the DTN, messages are stored by users and when in close proximity with other users, the stored messages can be forwarded. This is commonly referred to as a store-and-carry forward method.



Furthermore, extensive applications of UAV as a communication relay in delay tolerant and ad-hoc networks have been studied. For example, Refs. [5,6] proposed the use of mobile base station and UAV as an aerial base station to ensure that people in a disaster area can communicate with their families within and outside the affected area. However, utilizing UAV as a temporary base station in the aftermath of a large-scale disaster has some limitations [7]. One such limitation is the excessive calls from people trying to communicate with their relatives. These excessive calls lead to network congestion due to the increase in network traffic. It has been confirmed in the past that the network traffic during a large-scale disaster increased 60 times with respect to the average network traffic [8,9]. Additionally, the operation of the UAV as a base station is subject to other limitations like poor weather conditions, complex deployment logistics, and limited power supply [10].



In spite of numerous studies conducted on the use of UAV in disaster recovery efforts and various solutions proposed to resolve the challenges of accessing vital information after a large-scale disaster has occurred [11,12], accessing accurate and urgent information in real-time in a disaster area is still a major challenge. Furthermore, the decision-making for a timely disaster response is also affected as a result of the real-time information synchronization issue [13] that may be caused by MANET’s constraint [14], e.g., intermittent connection failure, network congestion, limited network or device resources, security and information integrity. Hence, a method that can be used to collect and provide critical information in a timely manner is needed to enhance disaster response and management.



Previously, we proposed an improved approach for realizing the timely and efficient collection and delivery of disaster information based on the Locally Accessible Cloud System (LACS) (described briefly in Section 2.3) [15] to urgently restore and/or deploy ICT environment locally in the disaster area [16,17]. Specifically, LACS is installed in the evacuation shelters to reestablish the network communication and provide a means for people to communicate locally after a disaster has occurred and the communication infrastructure is destroyed. Thereafter, a vehicle mounted with LACS (referred to as movable LACS hereafter) deploy from the local headquarters (i.e., local government office or disaster response coordination center) tours each shelter to collect/deliver vital information from/to the evacuees. In addition, when the LACS installed in the shelter and the movable LACS establish a network connection, data can be synchronized automatically between the two LACSs using the synchronization function implemented on LACS. The synchronized information on the local LACS can be accessed by the evacuees. However, the service area covered by a LACS is limited to about hundred meters in radius due to the Wi-Fi characteristics and it may hamper the efforts to collect and deliver accurate information. To increase the coverage distance of the movable LACS in a timely manner, it is necessary to consider an alternative approach that can be used to improve the information collection and delivery in a disaster affected area.



This paper proposes a practical approach to deploying a drone-based message ferry that can be utilized in collecting and delivering disaster information after a disaster has occurred. To create a message ferry in our proposal, LACS is attached to a drone (i.e., the physical LACS device is attached to the drone). LACS has a storage and communication functions which are combined with the drone function to form the message ferry. The communication of the message ferry is based on LACS Wi-Fi. After a large-scale disaster has occurred, the message ferry is deployed from the local headquarters (i.e., local government office or disaster response coordinator center) for collecting/delivery of vital information from/to the people in the disaster shelters (i.e., the message ferry flies autonomously to the disaster shelters after deployment). The message ferry also utilizes the LACS synchronization function to communicate with other LACS in close proximity, this allows the message ferry to serve as a link for plural LACSs. The goal of our proposed message ferry is to ensure that there is an urgent restoration of network function and/or to deploy an ICT environment locally while extending the service coverage of LACS. This can be more advantageous in collecting and delivering urgent and vital information in the disaster area. Unlike in previous research [18,19,20,21], the proposed message ferry not only introduced the concept of using drones to carry messages from one location to another. It also focused on the practicality and the actual application and usage of the concept in a real life scenario (i.e., disaster situation). The main contributions of this study are summarized as follows.



	
Firstly, we devise an approach to deploying a drone-based message ferry using LACS in the disaster affected areas in order to achieve urgent restoration of network function in a local context.



	
Secondly, we derive a method to analyze the effective transmission speed that the message ferry can achieve in order to extend the LACS-based service area in a disaster situation.



	
Furthermore, we analyze and confirm the effective transmission speed that is useful in transferring data of various sizes when the message ferry is utilized to transfer data from the local headquarters to each disaster shelter.



	
Finally, we evaluate the performance of the proposed message ferry by conducting an experiment. In the experimentation, we use the LACS prototype and measure the inter-LACS data transfer rate. The measured data transfer rate is utilized to confirm the effective transmission speed of the message ferry in a disaster situation.






The results show the overall average inter-LACS data transfer rate for a data size of 1 MB, 5 MB, 10 MB, 50 MB, 100 MB and 300 MB and an achievable overall average data transfer rate of 4 Mbps, 14 Mbps, for 802.11 b, g, on a frequency band of 2.4 GHz. In contrast, an overall average of 23 Mbps, 68 Mbps, and 141 Mbps is achievable for 802.11 a, n, ac on the 5 GHz frequency band. In addition, it was confirmed that it is more advantageous to transfer large data size at high data rate. The proposed message ferry achieved a higher effective transmission speed when Wi-Fi IEEE 802.11 protocols are utilized to extend the LACS-based services in the disaster area compared to other technologies such as Wi-SUN [22] and LoRa [23]. An effective transmission speed of 1 Mbps, 1.8 Mbps, 2 Mbps, 2.2 Mbps, and 2.3 Mbps at a distance of 10 km on 802.11 b, 802.11 g, 802.11 a, 802.11 n, and 802.11 ac respectively compared to 25 kbps for Wi-SUN and 119 kbps for LoRa for the same distance.



The rest of this paper is organized as follows. Section 2 highlights the features, uses of LACS under various scenarios and presents the use of LACS in the system for collecting and delivering information. Section 3 outlines the proposed drone-based message ferry used to expand the coverage distance of the LACS-based service. In Section 4, we describe the performance evaluation of the proposed message ferry and the analysis of the coverage distance in a disaster affected area. Section 5 concludes the entire paper.




2. Overview of Locally Accessible Cloud System (LACS)


In this section, we first describe an overview of LACS, its features and uses. Subsequently, we explain in detail the use of LACS in a disaster response to collect and deliver vital information.



2.1. Locally Accessible Cloud System (LACS)


As part of our disaster response measures, we have created a LACS [16]. LACS enables people in a disaster area to communicate locally after a major disaster if the network is cut. LACS consists of a small server, a Wi-Fi access point, and a battery. LACS is able to provide cloud-based services at the local level, regardless of the situation. LACS offers a variety of service features such as information broadcasting, bulletin board, a social network service, instant messaging services, e.g., video conferencing, file sharing, and so on. Additionally, LACS can be used as a center for disseminating information in an area where the network is disconnected. In addition to using the LACS’s coordination function in disaster response systems, LACS can also be applied to other daily services like e-health, and e-education. The LACS prototype and its basic features are shown in Figure 1 and Figure 2.




2.2. Use-Cases of LACS


LACS is a multipurpose system which can be used to deliver various services in a variety of services in the event of a disaster and normal daily life. An example of the use of LACS in the event of a disaster is shown in Figure 3. A summary of LACS use-cases are provided below:




	
Disaster



	
Local Government—Broadcasting urgent and vital information to residents.



	
Disaster Shelter—Bulletin board, emergency inventory management, etc.



	
First Responders (e.g., firefighters, police, etc.)—Sharing and gathering information, etc.






	
Normal daily uses



	
Local Government—Disseminate critical and time-sensitive information to residents, equipment and inventory management system, etc.



	
School—Bulletin Board, record management, eLearning, etc.



	
Office—Temporary file storage, record management, information bulletin board, etc.



	
Residents’ Association—Bulletin board, housing records management, instant messaging service, etc.



	
First Responders (e.g., firefighters, police, etc.)—Installed in vehicle for sharing and gathering information, temporary storage and record management, etc.











Moreover, LACS is also capable of providing one of the key features of a cloud-based system. If deployed in the form of resource pooling, LACS can serve multiple consumers, regardless of the services required. To confirm the possibility of deploying such services, a demonstration test was performed as part of a feasibility study [24,25]. In the feasibility study, services such as e-education, tele-medicine solution, and other disaster relation scenarios were confirmed. In addition, the deployment of additional cloud-based system services and their features will be confirmed in a subsequent demonstration test. In comparison, LACS differs from an edge node because it is used as a local system and does not send its processed outputs to a central server like most edge nodes. However, as a result of the multipurpose use of LACS, it can be used as part of an Edge computing system [26] if it is connected to the internet.




2.3. Information Delivery and Collection System Using LACS


Real-time information is essential for disaster response and planning. To ensure that there is an access to urgent and accurate information after a disaster has occurred and the network is cut off, we proposed a method to collect and deliver vital information using LACS in the past. As proposed in our previous work, two LACS deployment modes were considered. In these LACS deployment modes, LACS can be used as part of a central system such as the Shared Information Platform for Disaster Management (SIP4D) [27]).



In the first mode, LACS is installed only at the local headquarters. A movable LACS tours each disaster shelter that is without a network connection in order to collect and deliver vital information from/to the evacuees at the shelters. Figure 4 shows the first LACS deployment mode. Additionally, NerveNet [28] can be utilized as an alternative to the movable LACS. The movable LACS can be used to collect/deliver data in various formats and sizes such as text, images, audio files, videos, etc. For instance, a 10-min HD video recording of the damaged building, road, injured evacuees, etc., should be between 1.2 GB and 5 GB based on the resolution used [29]. In this mode, information delivery and collection time increased as the number of people evacuated to shelters increased.



In the traditional way, after a large-scale disaster, the disaster response team goes to the affected areas to find out the extent of the damage. Thereafter, the relevant information acquired during the visit is then passed on to the local headquarters to determine the measures to be taken. In this case, the information about the situation changes quickly and there is little time and resources to respond to the rate at which information changes. In recent times, this relevant information can be obtained by using various forms of communication infrastructure. However, most of the systems developed and used by many branches of government for disaster response depend heavily on internet connectivity [30]. In a situation where the communications infrastructure is severely damaged, the disaster response effort will be negatively impacted by the disconnection of the Internet. As a result, timely collection and delivery of information to individuals in the affected area may not be possible.



In the second LACS deployment mode, LACS is installed at the local headquarters and as a standalone system in each disaster shelter as shown in Figure 5. The standalone LACS is used by the evacuees in the shelter to access LACS services and features, such as the bulletin board, information sharing and viewing of damaged areas, etc. Furthermore, essential information can be uploaded by evacuees to the standalone LACS server, which will be collected by the movable LACS. Also, evacuees can communicate with each other using the instant messaging feature on the standalone LACS (i.e., without an Internet connection). Similar to the first deployment mode, a movable LACS from the local headquarters tours each disaster shelter in order to deliver and collect up-to-date information to/from the standalone LACS.



To improve the time it takes to collect and deliver information, the movable LACS and the standalone LACS after establishing a network connection, automatically synchronize data on the LACS servers. While synchronizing, the updated information to be delivered/collected transfers between both servers. Compared with the first deployment mode in which the movable LACS communicates directly with every evacuee, the second deployment mode is different in that only inter-LACS communication is established. This improves the time it takes for delivery and collection information. With this proposal, essential and urgent information required for an adequate disaster response can be efficiently collected and delivered. However, there may be situations where deploying a mobile LACS (i.e., a vehicle mounted with a LACS) can be challenging. Therefore, a drone-based message ferry is considered as an alternative approach.





3. Proposed Drone-Based Message Ferry for LACS Network


After a disaster that caused damage to the communications infrastructure, there is a critical need to restore it or deploy a substitute ICT network to meet the explosive demand for communication services in the disaster areas. To meet this issue, we proposed LACS as stated above. However, the service area covered by a LACS is limited to about hundred meters in radius at the maximum due to the Wi-Fi characteristics. This can hamper the information collection and delivery of disaster information which is needed for timely disaster recovery and management efforts. To extend the service area, we need ways to form a LACS network by linking plural LACSs distributed in the area. The links based on optical fibers and fixed-wireless-access links are possible candidates, but they need time and occasionally receive restrictions to be physically deployed in the disaster situations.



To enlarge the coverage of LACS-based service, we propose the using of a message ferry (i.e., LACS attached to a drone) or links to form the LACS-based network. As stated in Section 2.3, a standalone LACS is installed to each disaster shelter and local headquarters. In the aftermath of a disaster, the message ferry is deployed from the local headquarters to the disaster shelters to collect and deliver urgent and vital information that is useful in the disaster recovery and management as shown in Figure 6. The LACS attached to the drone acts as an information carrier. Using the storage and Wi-Fi functions of LACS, the message ferry has access to the ground based LACSs via wireless link. After deployment of the message ferry, the message ferry moves around each disaster shelter and collect/deliver information by performing inter-LACS data transfer between the LACS of the message ferry and the pre-deployed LACS (i.e., standalone LACS) at the disaster shelter. In addition, the message ferry utilized the LACS synchronization function to communicate with other LACS in close proximity. In this proposal, the message ferry acts as links in the LACS network, as shown in Figure 7.



In addition, the LACS’s battery can serve as a backup power supply to the message ferry in order to improve one of the constraints (i.e., limited amount of energy) identified in [10] as a hindrance to deploying UAV in a critical situation. This will allow the message ferry to land safely in a situation where the drone energy is depleted.



The proposed ferry is more advantageous than the current approach (i.e., using drones as a communication relay) in that more distance can be covered without pre-configuration of the network. In addition, with the proposed approach, the proposed message ferry can be utilized to effectively transfer large amount of data at a high speed compared to other wireless technologies such as Wi-SUN and LoRa as stated in [22,23,31,32]. Wi-SUN has a range of 5 km at up to 250 kbps while LoRa can cover up to 15 km at 50 kbps. In contrast, the proposed message ferry is expected to achieve LACS service coverage of 20 km at 1 Mbps. Therefore, the effective data transmission speed that the message ferry can achieve in such situation is analyzed at various coverage distances in our evaluation.



The LACS prototype is attached to a high performance drone (ACSL-PF2 model from Autonomous Control Systems Laboratory) [33] to form the proposed message ferry. Specifically, a PF2-delivery drone that is capable of performing an autonomous flight for safely transportation, logistics and home delivery was used. The drone has the following specifications: total length = 1173 mm, height = 526 mm excluding the antenna, flight speed = 10 m/s (horizontal), 3 m/s (rise), 2 m/s (down), wind speed = 10 m/s, and maximum payload = 2.75 kg. In order to show the practicality of the proposed message ferry, a demonstration test was conducted and Figure 8 shows the message ferry (i.e., LACS attached to a PF2-Delivery drone) used to perform a test flight.




4. Evaluation


In this section, the performance of the proposed drone-based message ferry was evaluated by conducting an experiment utilizing LACS prototype. We measured the inter-LACS data transfer rate (throughput). Thereafter, we estimate the effective transmission speed that can be achieved by the proposed message ferry.



4.1. Experiment Setup


The aim of the experiment is to confirm the data transfer rate between the message ferry and a standalone LACS that is installed in the disaster shelter. In addition, the performance evaluation confirms the effective transmission speed of the message ferry that can be achieved for transferring data from the local headquarters to the shelters. Figure 9 shows the experimental environment. As illustrated, we used the LACS prototype, a computer running Wireshark to capture traffic to/from the standalone LACS, and a mobile phone connected to the standalone LACS via Wi-Fi. Since the weight of LACS (i.e., around 4.5 kg) is more than the maximum weight the drone of the message ferry can safely carry, we conducted the experiment using a mobile phone (i.e., the drone mounted with LACS is replaced with a mobile phone in the experiment.) The development of a smaller and compact size LACS is ongoing and will be utilized in the actual demonstration test of the message ferry in the future.



The LACS’s access point [34] frequency band is set to 2.4 GHz and 5 GHz. For the 2.4 GHz frequency band, the protocol setting is changed to IEEE 802.11 b and 802.11 g, while the following protocols: IEEE 802.11 a, 802.11 n, or 802.11 ac is selected for the 5 GHz frequency band. The 5 GHz band has a maximum data rate (theoretically) of 866 Mbps for IEEE 802.11 ac and 400 Mbps for the 2.4 GHz band [35]. The protocol used for each part of the experiment is verified with a Wi-Fi analyzer. In addition, we changed the distance between the mobile phone and LACS from 3 to 18 m. At each distance, the LACS is used to transfer data to/from the mobile phone. The traffic transmitted between the LACS and the mobile phone is captured by the Wireshark running on the computer. The size of the data (i.e., information to be delivered/collected) transferred between the mobile phone and the standalone LACS is between 1 MB–300 MB. Table 1 shows the settings and the parameters for the experiment.



In order to prevent interference from other radio waves, we performed the experiment in the anechoic chamber. Figure 10 show the measured results of the spectrum during the experiment. It was confirmed that there is no other wireless signal present during the experiment. As shown in Figure 10a, at a distance of 3 m, the spectrum analyzer confirms that the peak transmission power level of the wireless signal at a center frequency of 2.4 GHz on channel 6 is   − 40.0   dBm for 802.11 b. Furthermore, the distance between LACS and the mobile phone was increased to 18 m and the spectrum analyzer was placed in a fixed position during the experiment. It was confirmed that the transmission power of the wireless signal increased to a peak level of   − 22.5   dBm at a center frequency of 2.45 GHz on the same channel and protocol as shown in Figure 10b. The changes in the waveform observed in Figure 10b is as a result of the LACS using more transmission power (i.e., 17.5 dBm increase) to send a message to the mobile phone when the distance is changed from 3 to 18 m.



The message ferry will be used to transfer the important information (i.e., to/from the standalone LACS) from the local headquarters to the disaster shelters. We measure the achievable data transfer rate of the inter-LACS data transfer between the message ferry and the standalone LACS. Thereafter, we estimate the effective transmission speed of the message ferry at various coverage distances when the data are transferred using the data transfer rate achievable from the experimental results.




4.2. Results and Discussion


Figure 11 shows the measured average achievable data rate of inter-LACS data transfer on various IEEE 802.11 protocols when the data size transmitted are 1 MB, 5 MB, 10 MB, 100 MB and 300 MB. The average achievable inter-LACS data rate increases with the data size. The average achievable data rate is lower for both 802.11 b and g on 2.4 GHz frequency band compared to that of 802.11 a, n and ac on 5 GHz frequency band. An overall average inter-LACS data rate of 4 Mbps, 14 Mbps, 23 Mbps, 68 Mpbs, and 141 Mbps for 802.11 b, g, a, n, and ac respectively. A slight decrease in the measured inter-LACS data rate is observed when the data size is 5 MB, 100 MB, and 300 MB for 802.11 g, b and n. The cause of this slight decrease is the result of high delays possibly due to packet processing, packet segmentation, packet fragmentation and aggregation where packets are divided into equal/smaller fragments to the IP Maximum Transmission Units (MTUs) and reassembled at the destination.



To confirm the effective transmission speed that the message ferry can achieve to transfer messages from the local headquarters to each disaster shelter, we need to account for the time it will take the message ferry to carry the message from point A to point B (i.e., local headquarters and disaster shelter). Therefore, we derived Equation (1) considering the parameters of the message ferry. Equation (1) consists of two parts. The first part considered the inter-LACS data rate that can be achieved to transfer data between two LACSs. The second part is based on the time taken by the message ferry (i.e., based on parameters such as the size of the data, drone velocity, and the distance the message ferry need to cover) to carry the data from the local headquarters to the disaster shelter. We calculate the effective transmission speed of the message ferry at various distances of 1 m to 20,000 m using Equation (1), where   T S   [Mbps] is the effective transmission speed,   R b   [Mbps] is the data rate utilized at a particular time, v [m/s] is the speed of the drone,   D S   [Bytes] denotes the data size and D [m] is the distance. Moreover, the evacuee upload/download data to/from the standalone LACS installed in the disaster shelter, we assume that the size of the data to be transferred between the message ferry and the standalone LACS will be large. Therefore, the transmission speed of our proposed message ferry is calculated based on data size of 1 MB, 10 MB, 100 MB and 300 MB.





   T S =   2 ×   1  R b    +   D  8 × D S × v      − 1   .   



(1)







Figure 12 shows the effective transmission speed of the message ferry on the 802.11 protocols using the overall approximate average achievable data rate obtained from the experiment when the inter-LACS data transfer size is 1 MB, 10 MB, 100 MB and 300 MB. The results confirm that the effective transmission speed increases as the overall average achievable data rate and data size increase. At a distance of 1 km as shown in Figure 12a, when the inter-LACS data transfer size is 300 MB and the overall achievable inter-LACS data rate is 141 Mbps for 802.11 ac, the effective transmission speed of the message ferry increased to an approximate 18 Mbps. In comparison, the message ferry using 802.11 ac outperforms other protocols: 802.11 b = 2 Mbps, 802.11 g = 5 Mbps, 802.11 a = 8 Mbps and 802.11 n = 14 Mbps. Similarly, as shown in Figure 12b,c, the same trend is confirmed. At a distance of 5 km and 10 km, the message ferry achieves higher effective transmission speed when the data size is 300 MB compared to other protocols.



Furthermore, our proposed message ferry is advantageous when transferring large data size when compared to other technologies such as Wi-SUN on a maximum data rate of 50 kbps and LoRa on 250 kbps. For example, to transfer a data size of 300 MB at a distance of 10 km, the proposed message ferry using Wi-Fi (IEEE 802.11ac protocol) achieves an effective transmission speed of 2.3 Mbps compared to 25 kbps for Wi-SUN and 119 kbps for LoRa.





5. Conclusions


In this paper, a drone-based message ferry is proposed to improve the urgent collection and delivery of essential post-disaster information. A message ferry is created by attaching LACS to a high performance drone. In the aftermath of a large-scale disaster, a message ferry is deployed to collect/deliver vital disaster information from and to the local headquarters (i.e., government office/disaster response coordination center) to each standalone LACS installed at the disaster shelters.



The performance of the proposed message ferry was evaluated through an experiment. In the experiments, the inter-LACS data transfer rate (throughput) was measured. The measured data transfer rate was then used to confirm the effective transmission speed for transferring data from the local headquarters to the shelters. Our experimental results and analysis confirmed that the proposed message ferry is advantageous when transferring a large amount of data (e.g., 300 MB) at a high speed, an effective transmission speed of 2.3 Mbps when the message ferry is deployed on 802.11 ac compared to technologies such as Wi-SUN (25 kbps) and LoRa (119 kbps). As a result, disaster response efforts to collect and deliver life-saving information from/to evacuees in a timely manner can be improved.



As part of our future work, a small and compact size LACS will be mounted on the drone which will be utilized in the actual demonstration test of the message ferry. In addition, the message ferry will be deployed to various disaster shelters in quasi real-time. Finally, we will consider using multiple message ferry and various routing protocols.
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Figure 1. LACS prototype. 
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Figure 2. LACS features. 
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Figure 3. Use of LACS for disaster response. 
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Figure 4. Information delivery/collection between users at an disaster shelter and movable LACS. 
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Figure 5. Information delivery/collecting between standalone LACS deployed to a disaster shelter and movable LACS. 
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Figure 6. Proposed message ferry using LACS for disaster information collection/delivery. 
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Figure 7. The message ferry as a link in the LACS network. 
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Figure 8. Demonstration test of the drone-based message ferry. (a) Take-off of a drone attached with LACS. (b) Drone attached with LACS in the air. 
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Figure 9. Experimental environment. 
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Figure 10. Spectrum analyzer of the experiment environment. (a) Spectrum image of 802.11 b at 3 m. (b) Spectrum image of 802.11 b at 18 m. 
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Figure 11. Inter-LACS data rate. 
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Figure 12. Comparison of Effective transmission speed on IEEE 802.11 protocols. UAV’s velocity = 10 m/s. (a) Effective transmission speed at 1 km. (b) Effective transmission speed at 5 km. (c) Effective transmission speed at 10 km. 
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Table 1. Experiment Parameters.
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Parameters

	
Value






	
Number of LACS

	
1




	
Protocol

	
b/g,




	
802.11 ac/n/a




	
LACS AP frequency band

	
2.4/5 GHz




	
Channel width

	
20/40/80 MHz




	
Maximum Data rate

	
11, 54, 300, 866 Mbps




	
Number of movable LACS (mobile phone)

	
1




	
Distance to LACS

	
3–18 m




	
Data Size

	
1–300 MB
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