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Abstract: Nowadays, unmanned aerial vehicles (UAVs) have gradually attracted the attention of
many academicians and researchers. The UAV has been found to be useful in variety of applications,
such as disaster management, intelligent transportation system, wildlife monitoring, and surveillance.
In UAV aerial images, learning effectual image representation was central to scene classifier method.
The previous approach to the scene classification method depends on feature coding models with
lower-level handcrafted features or unsupervised feature learning. The emergence of convolutional
neural network (CNN) is developing image classification techniques more effectively. Due to the lim-
ited resource in UAVs, it can be difficult to fine-tune the hyperparameter and the trade-offs amongst
computation complexity and classifier results. This article focuses on the design of swarm intelligence
with deep transfer learning driven aerial image classification (SIDTLD-AIC) model on UAV networks.
The presented SIDTLD-AIC model involves the proper identification and classification of images into
distinct kinds. For accomplishing this, the presented SIDTLD-AIC model follows a feature extraction
module using RetinaNet model in which the hyperparameter optimization process is performed by
the use of salp swarm algorithm (SSA). In addition, a cascaded long short term memory (CLSTM)
model is executed for classifying the aerial images. At last, seeker optimization algorithm (SOA)
is applied as a hyperparameter optimizer of the CLSTM model and thereby results in enhanced
classification accuracy. To assure the better performance of the SIDTLD-AIC model, a wide range of
simulations are implemented and the outcomes are investigated in many aspects. The comparative
study reported the better performance of the SIDTLD-AIC model over recent approaches.

Keywords: computer vision; unmanned aerial vehicles; deep transfer learning; object detection;
aerial image classification; parameter optimization

1. Introduction

Unmanned aerial vehicles (UAV) are utilized as a cost-efficient and prompt methodol-
ogy for taking remote sensing (RS) images. The boon of UAV technology involves least cost,
small size, security, natural function, and, especially, the fast and on-demand acquisition
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of images [1]. The developments of UAV technologies have achieved the state that it can
offer intense higher resolution RS images encircling lavish contextual and spatial informa-
tion. This has allowed studies suggesting numerous original applications for UAV image
examination, comprising disaster management, vegetation monitoring, object detection,
detection and mapping of archaeological sites, oil and gas pipeline monitoring, and urban
site analysis [2,3].

Aerial image classification methodologies grant distinct semantic categories that are
usually established through exploiting changes in spatial deployments and structural forms
for designing scenes [4]. In opposition with object or pixel related classifier methods, scene
classification provides localization data from extensive aerial image which has apparent
semantic data of the surfaces. Such methodologies are classified into three categories, which
are: high level vision information, low level visual features, and mid-level visual repre-
sentations [5,6]. Aerial scenes are differentiated by low level characteristics use, structural
features, texture, spectral, and so on. Subsequently, low level feature vectors are pictorial
ascriptions which can be derived globally or locally and are usually utilized for describing
aerial scene images [7,8]. The typical low level feature methods are local binary patterns
(LBP), Global Invariant Scale Transform (GIST), and color histogram Scale Invariant Feature
Transform (SIFT). Mid-level analytical methods try to advance complete scene illustrations
through conveying high order statistical outlines which are created by deriving local visual
qualities [9]. The common processing pipeline derives local image patches, and they are
programmed as local signals; therefore, creating a complete mid-level depiction of the aerial
scenes. The familiar mid-level procedure is Bag of Visual Words (BoVW).

Deep learning (DL) procedures like Convolutional Neural Networks (CNNs) were
broadly recognized as a notable approach for numerous computer vision applications
(classification, image or video recognition, and detection), and have revealed amazing
outcomes in various applications [10]. Therefore, there comes numerous advantages to
stopping from utilizing DL methods in emergency response and calamity management
applications to restore crucial data in a timely manner and permitting superior research
and response in the course of time-critical circumstances, and supporting the decision-
making processes [11]. Although CNNs were rising successfully at several classification
roles via transfer learning (TL), their interpretation speed on implanted platforms, like
those discovered on-board UAVs, is hampered by the high computational cost, which may
acquire and the model size of these networks is prohibitive from a memory standpoint for
these entrenched gadgets [12]. At the same time, most of the earlier works do not consider
hyperparameter tuning process into account.

This article focuses on the design of swarm intelligence with deep transfer learning
driven aerial image classification (SIDTLD-AIC) model on UAV networks. The presented
SIDTLD-AIC model follows a feature extraction module using RetinaNet model, in which
the hyperparameter optimization process is performed by the use of salp swarm algorithm
(SSA). The SSA is chosen as it avoids the local optimal constraints, thus achieving a smooth
balance between exploration and exploitation. In addition, a cascaded long short term
memory (CLSTM) model is executed for classifying the aerial images. At last, seeker opti-
mization algorithm (SOA) is applied as a hyperparameter optimizer of the CLSTM model
and thereby results in enhanced classification accuracy. To assure the better performance of
the SIDTLD-AIC model, a wide range of simulations are executed and the outcomes are
investigated in various aspects.

2. Related Works

Haq et al. [13] applied DL based supervised image classification model and images
gathered using UAV for the forest region classification. The DL technique based stacked
Autoencoder (SAE) has shown remarkable potential with respect to the assessment of forest
areas and image classification. The experiment result shows that DL technique provides
improved performance than other machine learning approaches. The researchers in [14]
address the shortcoming of multi-labeling UAV images, usually considered by a higher level
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of dataset content, by presenting a novel technology based on CNN. They are employed
as a means to produce an accurate representation of the query images that are analyzed
afterward sub-dividing them into a grid of tiles. The multi-label classification process is
implemented by combining a radial basis function neural network and a multi-labeling
layer comprised of threshold operation. The researchers in [15] proposed a DL algorithm
for classifying UAV images derived from the location and sensor of earth’s surface. Initially,
the labelled and unlabelled UAV images are fed to a pre-trained CNN to generate deep
feature representation. Next, we learned strong domain-invariant features with a further
network comprised of two fully connected layers.

Rajagopal et al. [16] developed a new optimum DL-based scene classification algorithm
captured by UAV. The suggested method includes a residual network-based features
extraction (RNBFE) that extract feature from the convolutional layer of a DRN system.
Furthermore, the various parameters result in configuration errors because of parameter
tuning. Hence, self-adoptive global best harmony search (SGHS) approach is applied to
tune the parameter of the presented model. The researchers in [17] present a multi-objective
optimization algorithm to evolve deep CNN for scene classification that generates the
non-dominant solution in an automatic manner at the Pareto front. Then, we used two sets
of benchmark data sets for testing the effectiveness of the scene classification algorithm
and making an extensive analysis. Pustokhina et al. [18,19] presented an energy-effective
cluster-based UAV system using DL based scene classification model. The suggested
method includes a clustering with parameter tuned residual network (C-PTRN) system
that operates on two primary processes scene classification and cluster construction.

3. The Proposed Model

In this article, an automated SIDTLD-AIC method was established for the proper
identification and classification of images into distinct kinds on UAV networks. The
presented SIDTLD-AIC model follows a feature extraction module using RetinaNet model
in which the hyperparameter optimization process is performed by the use of SSA. Next,
the SOA-CLSTM model is applied to classify the aerial images. Figure 1 depicts the block
diagram of SIDTLD-AIC technique.

Figure 1. Block diagram of SIDTLD-AIC technique.
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3.1. Feature Extraction Using RetinaNet Model

Transfer learning model is applied to enhance the efficiency of the DL model by the use
of labeled data. It learns and employs many source processes for enhancing the learning
process in relevant domains. It encompasses pre-training approaches which is trained on
large scale dataset and is retrained at varying levels of the model on a small training set.
The preliminary layer of the pre-training network can be modified upon requirement. The
final layer of the model’s hyperparameters can be tuned for learning the abilities on new
datasets. In this work, the RetinaNet based TL model is applied for deriving feature vectors.
An input map was inspired by the individual layer still accomplishing the resulting map.
The CNN is designed in an order of layers. Consider ∈ Rh′×w′×c′((h): height, w: width, c:
channel) are RGB images. Each layer gets X and the set of variables W as input as well as
output images y ∈ Rh′×w′×c′ , for example, y = f (X, W). This makes an activation map to
demonstrate the reaction of that filter at each spatial region. For calculating the input X
with set of filters W ∈ Rhxw×c×c′ and add a bias b ∈ Rc′ as follows.

yi′ j′k′ = f

(
bk′ +

h

∑
i=1

w

∑
j=1

c

∑
d=1

Wijdk × Xi′+i,j′+j,d′

)
. (1)

Next, the max-pooling layer is employed to decrease the computation and parameter
with the decreased size of imputing shapes. It evaluates the maximum response of every
image channel from h×W sub-windows that implement as sub-sampling function. It can
be expressed in the following:

yi′ j′k′=max,
1<i<h̃

1<j<w̃Xi′+ij′+j,k. (2)

Finally, fully connected (FC) layer is a set of layers that integrate the data extracted
by previous layer (feature). This layer gets an input X, processes them, and the last FC
layer generates one dimensional vector of size. RetinaNet mainly consists of [20] two fully
convolution network (FCNs), ResNet, and feature pyramid network (FPN). The ResNet
employs network layer. The widely employed types of network layers are 50_, 101_, and
152_layers. The 101_layer with optimal trained efficacy is chosen. It could eliminate the
structure of echocardiography with ResNet and, after, keep them to following sub-network.
An FPN is an approach for efficiently eliminating the feature of each dimension from image
with a conventional CNN architecture.

Focal loss: it can be improved version of the binary cross entropy (CE), the loss
expression is given below:

CE (p, y) =

{
− log(p) i f y = 1
− log(l − p) otherwise,

(3)

In Equation (3), y ∈ [−1,+1] indicates the ground truth type and p ∈ [0, 1] represents
the prediction probability to type y = 1.

pt =

{
p, i f y = l
l − p, otherwise

(4)

The preceding formula can be abbreviated as follows:

CE (p, y) = CE(pt) = − log (pt) (5)

In order to resolve the problem of data imbalance among the negative and positive
samples, the new process is changed into the succeeding process:

CE(pt) = −αt log (pt). (6)
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Among them,

αt =

{
α, i f y = 1,
l − α otherwise,

(7)

Here, α ∈ [0, 1] represents the weight factor. In order to resolve the problem, the
concentrating variable C was determined to obtain the final process of focal loss:

FL(pt) = −αt(1− pt)
γ log (pt). (8)

3.2. Hyperparameter Optimization: SSA

In this work, the hyperparameters of the RetinaNet model such as number of epochs,
batch size, learning rate, and momentum are adjusted by the design of SSA. The SSA is
simulated from the aggregation performance of salps that procedure a chain of salps and
then hunt and move. The salp chain was developed from two kinds of salps, leader and
follower [21]. The leader is the salp at the head of chains. Individual salps at the back
of chains are followers. During the salp technique, food source F was determined as the
individual with optimum fitness amongst every individual. The food source of tth order is
F(t). The steps of SSA technique are provided under.

1. Initialization of the population. In order for every individual, the places were arbitrary
numbers amongst the upper as well as lower limits. They then compute fitness of
every individual and sorted them. An individual with minimal fitness is the food
source F(t). t = 1, since one iteration was ended.

2. The population place was upgraded. The leader place was upgraded as:

xi
j(t + 1) =

{
Fj(t) + c1

[(
ubj − lbj

)
c2 + lbj

]
c3 ≥ 0.5

Fj(t)− c1
[(

ubj − lbj
)
c2 + lbj

]
c3 < 0.5

(9)

where i = 1, i.e., the count of leaders is 1. It ranks primary from the populations.
j = 1, 2 · · ·D. Fj, ubj, and lbj are F(t), ub, and lb from the jth dimensional correspond-
ingly. c2 and c3 implies the arbitrary numbers from zero and one. c2 affects the step
length of leader movement. c3 defines if the leader moves forward/backward to food
sources. T signifies the maximal number of iterations. c1 refers the co-efficient of
moving length.

c1 = 2e−(4t/T)2
(10)

The place of follower is:

xi
j(t + 1) = 0.5

(
xi−1

j (t) + xi
j (t)

)
(11)

where i ≥ 2, and is the sequence of followers from the population. j = 1, 2 · · ·D.
3. Compute the fitness of every upgraded individual. The sort of individuals. Upgrade

F(t). Improve t by 1.
4. If the iteration accuracy condition was attained or t = T, the iteration terminates; or

else, go to (2) to remain the iteration.

3.3. Image Classification Using Optimal CLSTM Model

In the final stage, the optimal CLSTM model is utilized to recognize different types of
classes that exist in the aerial images [22]. A recurrent neural network (RNN) is a kind of
DL method which is depending on existing input and the preceding input. In general, it is
suitable for the scenario where the dataset has a consecutive correlation. But while handling
a longer series of datasets, there exists an exploiting and vanishing gradient problem. In
order to resolve this problem, a long short term memory (LSTM) is utilized that has an
internal memory state which adds forget gate. The gate controls the time dependency
and the effects of preceding inputs. Bidirectional long short term memory (BiLSTM) and
bidirectional RNN (BiRNN) are other variations that reflect preceding input and assume
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the upcoming input of a certain time frame. This work, can present the BiLSTM RNN
and cascaded uni-directional LSTM models. The method comprises the initial layer of
bi-directional RNN integrated with uni-directional RNN layer. The bi-directional LSTM
comprises forward and backward tracks to learn patterns in two directions.

O f 1
n , h f 1

n , i f 1
n = L f 1

(
i f 1
n−1, h f 1

n−1, xn : P f 1
)

, (12)

Ob1
n , hb1

n , ib1
n = Lb1

(
ib1
n−1, hb1

n−1, xn : Pb1
)

, (13)

Equations (12) and (13) show the operation of forwarding and backward tracks.
Figure 2 depicts the framework of LSTM.

Figure 2. Infrastructure of LSTM.

From the equation, O f 1
n , h f 1

n , i f 1
n and Ob1

n , hb1
n , ib1

n indicate the output, the hidden state,
and the internal state of the existing state for forwarding and backward LSTM tracks
correspondingly. xn denotes the sequential input, P indicates the LSTM cell variable. The
output from these two tracks is integrated as in Equation (14) and forwarded into the
next layers.

O1
n = O f 1

n + Ob1
N−n+1. (14)

Bi-directional RNN and uni-directional RNN transform information into an abstract
form and assist in learning spatial dependency. The output from the uni-directional layer
can be attained by the following equation.

Ol
n, hl

n, il
n = LSTMl

(
il
n−1, hl

n−1, Ol−1
n ; Pl

)
, (15)

Now, the output from the lower layer Ol−1
n is integrated with preceding internal

state il
n−1 and hidden state hl

n−1 for obtaining output Ol
n of layer l, and Pl indicates a

variable of the LSTM cell. The input dataset comprises a series of instances (x1, x2, . . . , xN),
while every feature xn is regarded at time n (n = 1, 2, . . . , N). The information is mainly
classified into windows of time segment N and fed into the cascading LSTM. We attain
predicted score vectors for every time step

(
OL

1 , OL
2 , . . . , OL

N
)

at the output. The entire
prediction score can be attained by integrating the predictive score vector for the window
N. The combination of scores can be implemented by using the sum rule as demonstrated
in Equation (16) that implements well than other methodologies. Finally, the predictive
score is transformed into probability using a softmax layer over Y.

Y =
1
N

N

∑
(n=1)

OL
n . (16)
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We cascade LSTM to simulate incremental change of n time steps, and every LSTM is
utilized for estimating the increment for one time step. In this work, θ-increment learning
method learns increment of parameters using the cascaded LSTM network to gain higher
frequency approximation, and θ represents the targeted parameter to be calculated.

In order to optimally elect the hyperparameter values of the CLSTM model, the SOA is
exploited. In SOA, all the seekers have a central location vector

⇀
c , viz., the initial position

for finding upcoming solutions, and it is regarded as estimated value Ex. Furthermore, all
the seekers have a searching radius

⇀
r regarded as the En′, a trust level µ as membership

degree, and a searching direction
⇀
d . Next, the seeker with some level of trust followed

a potential direction and randomly moves towards the second point (novel candidate
solution) in some searching radius from their existing location. In every time step t, the
search decision-making is carried out for evaluating the four variables, and the seeker
moves toward the novel location

⇀
x (t + 1). The updating location from the central location

can be defined as y-conditional cloud generator [23]:

⇀
x ij(t + 1) =

⇀
c ij(t) +

⇀
d ij(t)×

⇀
r ij(t)×

√
− ln(µi) (17)

Here “i” refers to the subscript index of seeker, and “j” indicates the subscript index
of parameter dimension. The pseudo-code of the SOA is given in Algorithm 1.

Algorithm 1: Pseudocode of SOA

t← 0
Initialized generation of S position
{xi(t)|xi(t) = (xi1, xi2, . . . , xiD), i = 1, . . . , S, t = 0} Uniformly and randomly in the parameters.
Estimate all the seekers: Compute the fitness.
Searching techniques provide search variables involving central location vector, searching
direction, searching radius, and trust degree.
Update new location of all the seekers is evaluated.
t← t + 1
When t < Tmax, then Go to 3; otherwise, End.

Instinctively, central location vector
⇀
c is fixed to existing location

⇀
x (t). Similar

to particle swarm optimization (PSO), all the seekers contain a memory stored in its
optimal location

⇀
p and a global optimal location g accomplished by communicating with

neighboring seekers. Every seeker is categorized into k class in the subscript index, and
the seeker in a similar class belongs to virtual neighbors. Therefore,

⇀
g is established in the

virtual neighbors.

⇀
c =

⇀
x (t) + r1∅1

(
⇀
p (t)−⇀

x (t)
)
+ r2∅2

(
⇀
g (t)−⇀

x (t)
)

(18)

Now r1, r2 indicates the cognitive and social learning rates, correspondingly. ∅1 and
∅2 denotes the real number randomly and uniformly selected within the range of [0, 1]. In
every experiment carried out in the study, r1 = 1, r2 = 1, and k = 3.

Generally, all the seekers have four significant directions, named local spacial direction
⇀
d ls, local temporal direction

⇀
d lt, global spacial direction

⇀
d gs, and global temporal direction

⇀
d gt, correspondingly.

⇀
d lt =

 sign
(
⇀
x (t)−⇀

x (t− 1)
)

i f f it
(
⇀
x (t)

)
≥ f it

(
⇀
x (t− 1)

)
sign

(
⇀
x (t− 1)−⇀

x (t)
)

i f f it
(
⇀
x (t)

)
< f it

(
⇀
x (t− 1)

) (19)

⇀
d ls = sign

(
⇀
x (t)−⇀

x (t)
)

(20)
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⇀
d gt = sign

(
⇀
p (t)−⇀

x (t)
)

(21)

⇀
d gs = sign

(
⇀
g (t)−⇀

x (t)
)

(22)

From the above equation, sign (·) indicates signum function,
⇀
x
′
(t) represent the

location of the seekers with the maximum fitness in a neighbor region, fit
(
⇀
x (t)

)
denotes

the fitness function (FF) of
⇀
x (t). Next, searching direction is allocated based on the

four directions.

⇀
d = sign(ω

(
sign

(
f it
(
⇀
x (t)

)
− f it

(
⇀
x (t− 1)

)))(
⇀
x (t)−⇀

x (t− 1)
)

+r1φ1

(
⇀
p (t)−⇀

x (t)
)
+ r2φ2

(
⇀
g (t)−⇀

x (t)
)
)

(23)

In Equation (7), ω indicates the inertia weight that is fixed to ω = (Tmax− t)/Tmax.
Now, φ1 and φ2 indicates real numbers randomly and uniformly selected within [0, 1].

Search Radius is essential, but challenging, to reasonably provide searching radius. For
unimodal optimization problems, the performance is comparatively oblivious to searching
radius to some extent. However, for multi-modal problems, various searching radii might
lead to various performances of model particularly while handling variety of problems.

The µ variable is considered a quality assessment of location. It is equivalent to the
fitness of

⇀
x (t) or the index of ascensive sorting order of the fitness of

⇀
x (t). Especially, the

global optimal location has the maximal µmax = 1.0, when another location has a µ < 1.0.

µ = µ max −
S− Sn
S− 1

(µ max − µ min) (24)

Here, Sn indicates the sequential value of
⇀
x (t) afterward arranging the finesses of

neighboring seekers in ascending sequence, µ max and µ min indicates the maximal and the
minimal µ. We adapted µ max = 1.0, and µ min = 0.2.

The SOA method develops a fitness function (FF) to accomplish better classification
accuracy. It describes a positive integer to characterize the improved performance of the
candidate solution. In this work, the reduction of the classification error rate is regarded as
the FF, as shown in Equation (25).

f itness(xi) = Classi f ier Error Rate(xi) =
number o f misclassi f ied samples

Total number o f samples
∗ 100 (25)

4. Experimental Validation

The performance validation of the proposed model is carried out using the UCM
dataset [24]. The dataset contains a total of 2100 images and 21 classes (agricultural,
airplane, baseballdiamond, beach, buildings, chaparral, denseresidential, forest, freeway,
golfcourse, harbor, intersection, mediumresidential, mobilehomepark, overpass, parkinglot,
river, runway, sparseresidential, storagetanks, and tenniscourt). It includes a total of
100 images under each class. The images were manually extracted from large images from
the USGS National Map Urban Area Imagery collection for various urban areas around the
country. The pixel resolution of this public domain imagery is 1 foot. Each image measures
256 × 256 pixels. For experimental validation, the dataset is split into 70% of training set
and 30% of testing set, i.e., 70 images from each class for training and remaining 30 images
for testing purposes. Figure 3 showcases the sample images of UCM dataset.
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Figure 3. Samples-UCM Dataset.

Figure 4 illustrates the confusion matrices provided by the SIDTLD-AIC model on 70%
of UCM datasets as training datasets. The results indicated that the SIDTLD-AIC model
has effectually categorized all the 21 classes.
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Figure 4. Confusion matrix of SIDTLD-AIC technique on 70% of UCM datasets as training datasets.

Table 1 reports the overall classification outcomes of the SIDTLD-AIC model 70% of
UCM datasets as training datasets. The results inferred that the SIDTLD-AIC model has
accomplished enhanced classifier outcomes on all class labels. For instance, the SIDTLD-
AIC model has recognized class 1 samples with accuy, precn, recal , Fscore, and Gmean of
99.39%, 90.41%, 97.06%, 93.62%, and 98.27%, respectively. Along with that, the SIDTLD-
AIC method has recognized class 3 samples with accuy, precn, recal , Fscore, and Gmean of
99.66%, 98.53%, 94.37%, 96.40%, and 97.11%, correspondingly. Moreover, the SIDTLD-AIC
system has recognized class 13 samples with accuy, precn, recal , Fscore, and Gmean of 99.32%,
91.67%, 94.29%, 92.96%, and 96.89%, correspondingly. Furthermore, the SIDTLD-AIC
approach has recognized class 16 samples with accuy, precn, recal , Fscore, and Gmean of
99.66%, 97.10%, 95.71%, 96.40%, and 97.76%, respectively. Lastly, the SIDTLD-AIC method
has recognized class 20 samples with accuy, precn, recal , Fscore, and Gmean of 99.73%, 95.71%,
98.53%, 97.10%, and 99.16%, correspondingly.
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Table 1. Result analysis of SIDTLD-AIC technique with various measures on 70% of UCM datasets
as training datasets.

Training Phase (70%)

Class Labels Accuracy Precision Recall F-Score Geometric Mean

0 99.73 98.48 95.59 97.01 97.73

1 99.39 90.41 97.06 93.62 98.27

2 99.52 96.88 92.54 94.66 96.13

3 99.66 98.53 94.37 96.40 97.11

4 99.86 100.00 97.10 98.53 98.54

5 99.39 95.65 91.67 93.62 95.64

6 99.59 97.22 94.59 95.89 97.19

7 99.73 97.18 97.18 97.18 98.51

8 99.39 93.51 94.74 94.12 97.16

9 99.73 97.10 97.10 97.10 98.47

10 99.59 97.06 94.29 95.65 97.03

11 99.66 95.52 96.97 96.24 98.37

12 99.73 98.63 96.00 97.30 97.94

13 99.32 91.67 94.29 92.96 96.89

14 99.46 93.94 93.94 93.94 96.78

15 99.59 94.20 97.01 95.59 98.36

16 99.66 97.10 95.71 96.40 97.76

17 99.59 94.37 97.10 95.71 98.40

18 99.80 96.00 100.00 97.96 99.89

19 99.59 94.59 97.22 95.89 98.46

20 99.73 95.71 98.53 97.10 99.16

Average 99.60 95.89 95.86 95.85 97.80

Figure 5 showcases the confusion matrices provided by the SIDTLD-AIC approach
on 30% of UCM datasets as testing datasets. The results point out that the SIDTLD-AIC
methodology has effectually categorized all the 21 classes.

Table 2 demonstrates the overall classification outcomes of the SIDTLD-AIC method
on 30% of UCM datasets as testing datasets. The results exposed that the SIDTLD-AIC
model has accomplished higher classifier outcomes on all class labels. For instance, the
SIDTLD-AIC method has recognized class 1 samples with accuy, precn, recal , Fscore, and
Gmean of 99.68%, 100%, 93.75%, 96.77%, and 96.82%, respectively. Next, the SIDTLD-AIC
model has recognized class 3 samples with accuy, precn, recal , Fscore, and Gmean of 99.52%,
96.43%, 93.10%, 94.74%, and 96.41%, correspondingly. Furthermore, the SIDTLD-AIC
system has recognized class 13 samples with accuy, precn, recal , Fscore, and Gmean of 99.21%,
93.10%, 90%, 91.53%, and 94.71%, respectively. Moreover, the SIDTLD-AIC methodology
has recognized class 16 samples with accuy, precn, recal , Fscore, and Gmean of 99.52%, 100%,
90%, 94.74%, and 94.87%, respectively. Finally, the SIDTLD-AIC model has recognized class
20 samples with accuy, precn, recal , Fscore, and Gmean of 99.21%, 88.57%, 96.88%, 92.54%, and
98.10%, correspondingly.
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Figure 5. Confusion matrix of SIDTLD-AIC technique on 30% of UCM datasets as testing datasets.

Table 2. Result analysis of SIDTLD-AIC technique with various measures on 30% of UCM datasets
as testing datasets.

Testing (30%)

Class Labels Accuracy Precision Recall F-Score Geometric Mean

0 100.00 100.00 100.00 100.00 100.00

1 99.68 100.00 93.75 96.77 96.82

2 99.52 91.67 100.00 95.65 99.75

3 99.52 96.43 93.10 94.74 96.41

4 99.68 100.00 93.55 96.67 96.72

5 99.37 92.86 92.86 92.86 96.20

6 99.84 96.30 100.00 98.11 99.92

7 99.37 96.30 89.66 92.86 94.61
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Table 2. Cont.

Testing (30%)

Class Labels Accuracy Precision Recall F-Score Geometric Mean

8 99.52 95.65 91.67 93.62 95.66

9 99.21 86.11 100.00 92.54 99.58

10 99.68 96.67 96.67 96.67 98.24

11 99.84 100.00 97.06 98.51 98.52

12 99.05 85.19 92.00 88.46 95.60

13 99.21 93.10 90.00 91.53 94.71

14 99.21 96.77 88.24 92.31 93.85

15 99.37 91.43 96.97 94.12 98.23

16 99.52 100.00 90.00 94.74 94.87

17 99.84 96.88 100.00 98.41 99.92

18 99.68 100.00 92.86 96.30 96.36

19 99.21 89.66 92.86 91.23 96.12

20 99.21 88.57 96.88 92.54 98.10

Average 99.50 94.93 94.67 94.70 97.15

The training accuracy (TA) and validation accuracy (VA) attained by the SIDTLD-AIC
model on UCM dataset is demonstrated in Figure 6. The experimental outcome implied
that the SIDTLD-AIC model has gained maximum values of TA and VA. In specific, the VA
seemed higher than TA.

Figure 6. TA and VA analysis of SIDTLD-AIC technique on UCM dataset.
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The training loss (TL) and validation loss (VL) achieved by the SIDTLD-AIC model
on UCM dataset are established in Figure 7. The experimental outcome inferred that the
SIDTLD-AIC model has been able least values of TL and VL. In specific, the VL seemed
that lower than TL.

Figure 7. TL and VL analysis of SIDTLD-AIC technique on UCM dataset.

A brief precision-recall examination of the SIDTLD-AIC method on UCM dataset is
portrayed in Figure 8. By observing the figure, it can be noticed that the SIDTLD-AIC
method has been able maximal precision-recall performance under all classes.

Figure 8. Precision-recall curve analysis of SIDTLD-AIC technique on UCM dataset.
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A detailed ROC investigation of the SIDTLD-AIC approach to UCM dataset is rep-
resented in Figure 9. The results indicated that the SIDTLD-AIC model has exhibited its
ability in categorizing different classes on the UCM dataset.

Figure 9. ROC curve analysis of SIDTLD-AIC technique on UCM dataset.

Figure 10 depicts the average image classification results of the SIDTLD-AIC model on
70% of UCM datasets as training datasets and 30% of UCM datasets as testing datasets. The
figure shows that the SIDTLD-AIC model has resulted in better classification results under
both aspects. On applied 70% of UCM datasets as training datasets, the SIDTLD-AIC model
has resulted in average accuy, precn, recal , Fscore, and Gmean of 96.60%, 95.89%, 95.86%,
95.85%, and 97.80%, respectively. Likewise, on applied 30% of UCM datasets as testing
datasets, the SIDTLD-AIC model has resulted in average accuy, precn, recal , Fscore, and
Gmean of 99.50%, 94.93%, 94.67%, 94.70%, and 97.15%, respectively.

Figure 11 illustrates a comparative accuy examination of the SIDTLD-AIC model with
recent models. The experimental values implied that the DL-PlacesNet and DL-VGG-VD19
models have shown lower values of accuy. Moreover, the DL-VGG-VD16, DL-VGG-M,
DL-VGG-F, DL-CaffeNet, and DL-AlexNet models have resulted to closer accuy values.
Then, the DL-VGG-S and DL based multiobjective PSO (DL-MOPSO) techniques have
reached reasonable accuy values of 95.24% and 95.81%. Though the DL-C-PTRN model
has resulted in considerable accuy of 98.96%, the SIDTLD and SIDTLD+SSA models have
accomplished near optimal accuy of 98.98% and 99.01%. However, the SIDTLD-AIC model
has accomplished superior outcome with maximum accuy of 99.50%.
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Figure 10. Average analysis of SIDTLD-AIC technique with various measures.

Figure 11. Accuracy analysis of SIDTLD-AIC technique with existing methods.
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Finally, a computation time (CT) assessment of the SIDTLD-AIC model with recent
models is carried out in Figure 12. The experimental values implied that the DL-PlacesNet,
DL-VGG-VD-19, DL-VGG-VD-16, and DL-VGG-S approaches have obtained increased
CT values. Followed by, the DL-VGG-F, DL-CaffeNet, and DL-AlexNet models have
reached moderately reduced CT values. The DL-MOPSO and DL-C-PTRN models have
accomplished reasonable CT of 135s and 95s, respectively. Meanwhile, the SIDTLD and
SIDTLD+SSA models have attained CT of 67s and 54s, respectively. Finally, the SIDTLD-
AIC model has outperformed other methods with minimal CT of 40s. The results implied
that the SIDTLD-AIC model has gained enhanced classification performance due to the
inclusion of SSA and SOA based hyperparameter optimizers. From the above results and
discussion, it can be stated that the SIDTLD-AIC model has accomplished enhanced image
classification results on the UAV networks.

Figure 12. CT analysis of SIDTLD-AIC technique with existing approaches.

5. Conclusions

In this article, an automated SIDTLD-AIC technique was established for the proper
identification and classification of images into distinct kinds on UAV networks. The pre-
sented SIDTLD-AIC model follows a feature extraction module using RetinaNet model
in which the hyperparameter optimization process is performed by the use of SSA. Next,
the SOA-CLSTM model is applied to classify the aerial images. For assuring the better
performance of the SIDTLD-AIC method, a wide range of simulations are executed and the
outcomes are investigated in various aspects. The comparative study reported the better
performance of the SIDTLD-AIC model over recent approaches with maximum accuracy
of 99.50%. Thus, the presented SIDTLD-AIC model can be exploited for aerial image classi-
fication in real time environment such as vegetation mapping, crop classification, disaster
management, weather prediction, etc. In future, hybrid metaheuristics should be utilized
for improving the overall classification performance. Furthermore, the proposed model
can be extended to real-time large-scale databases in future. Moreover, the investigation of
the performance using statistical analysis can be done in our future work.
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