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Abstract: This work proposes a new interface for the teleoperation of mobile robots based on virtual
reality that allows a natural and intuitive interaction and cooperation between the human and
the robot, which is useful for many situations, such as inspection tasks, the mapping of complex
environments, etc. Contrary to previous works, the proposed interface does not seek the realism
of the virtual environment but provides all the minimum necessary elements that allow the user to
carry out the teleoperation task in a more natural and intuitive way. The teleoperation is carried out
in such a way that the human user and the mobile robot cooperate in a synergistic way to properly
accomplish the task: the user guides the robot through the environment in order to benefit from the
intelligence and adaptability of the human, whereas the robot is able to automatically avoid collisions
with the objects in the environment in order to benefit from its fast response. The latter is carried out
using the well-known potential field-based navigation method. The efficacy of the proposed method
is demonstrated through experimentation with the Turtlebot3 Burger mobile robot in both simulation
and real-world scenarios. In addition, usability and presence questionnaires were also conducted
with users of different ages and backgrounds to demonstrate the benefits of the proposed approach.
In particular, the results of these questionnaires show that the proposed virtual reality based interface
is intuitive, ergonomic and easy to use.

Keywords: virtual reality interface; mobile robot teleoperation; obstacle avoidance; mobile robot
navigation; motion planning

1. Introduction
1.1. Motivation

The main area of this work is mobile robots, which play an increasingly primary
role in our society. Due to rapid development of AI, powerful lithium batteries, and low-
power microchips, mobile robots are becoming cheaper, available to more people, and
introduced in various areas of life, taking more significant roles in society and removing
labor-intensive jobs in such areas as rescue operations [1–3], space exploration [4–6], military
application [7,8] industrial use [9–11], underwater exploration [12–14], and healthcare
applications [15–17], among others.

While many approaches can be found in the literature regarding the automatic con-
trol and navigation of this kind of robot, most of the mentioned applications imply the
interaction between humans and robots. This collaboration is usually done in such a way
that the human guides the robot remotely while the robot navigates in a hostile and/or
dangerous environment for the human. However, many approaches do not develop a natu-
ral and intuitive interaction for the human [18–21] and, hence, the resulting human–robot
cooperation may be dismissed.

This paper develops a new virtual reality-based interface for mobile robot navigation
in unknown scenarios, providing an intuitive and natural interaction for the user.
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1.2. Literature Review

The main object of this work is the teleoperation of robotic systems, in general, and
mobile robots, in particular. The teleoperation or remote control of robotic systems by
humans has been deeply studied in the past decades [22] and is still an ongoing tendency
in research. Robot teleoperation is carried out for many reasons: to operate in hazardous
environments (e.g., radioactive zones [23,24], aerial zones [25,26], underwater areas [27,28],
or in space [29]); to conduct accurate surgeries [30–33]; to perform rescue operations [34], etc.

Recently, advanced artificial intelligence (AI) techniques have facilitated the automa-
tion of many complex operations that previously had to be conducted using robot teleop-
eration. Nevertheless, there are still many robot applications that cannot be completely
automated due to their subjectivity or complexity. However, these partially automated
tasks can significantly benefit from human–robot cooperation by means of shared-control
architectures [35]. In this sense, many contributions have been developed focusing on the
human–robot interaction in teleoperation tasks [21,36–42], as is the case of this work.

Telepresence [22] provides the user with an interface which makes the direct control
task less dependent on his or her skills and concentration. Telepresence for direct control
teleoperation is a strong trend in recent research developments due to the introduction
of visual interfaces [30], virtual and augmented reality [39], haptic devices [43], or a
combination of them [31,40,44]. For example, the authors in [22] provided the user with
an interface which makes the direct control task less dependent on his or her skills and
concentration. The authors in [37] proposed an approach where one arm of a bimanual
robot is teleoperated to grasp a target object, while the other develops an automatic task of
visual servoing to keep the object in sight of a camera and avoid occlusions, thus making
the teleoperation easier.

The success of telepresence lies directly upon the skills of the user who performs
the teleoperation [9,45]. For this reason, many current approaches propose to incorporate
constraints to avoid the user commanding the robot in a wrong way. For instance, in [32]
virtual fixtures (i.e., virtual barriers) were included to automatically modify the reference
position provided by the user in order to confine it within the allowed area. In [24,43],
haptic devices were used to prevent the user from commanding reference positions beyond
certain limits.

However, assisted teleoperation with telepresence interfaces and virtual barriers is
still an ongoing research field due to its drawbacks, since the control is still held by the
human [36]. In this regard, this article proposes to use the well-known potential field-based
navigation method together with virtual reality devices to improve the current assisted
teleoperation of mobile robots.

Virtual Reality-Based Interfaces

Technical advances in the development of virtual environments (VE) and virtual real-
ity (VR) headsets and devices for the video games industry [46,47] or social media [48,49]
have now made it possible to develop applications related to human–robot interaction. In
particular, in mobile robot applications, some interesting works using VR can be found.
For instance, the authors in [9] proposed an VR interface for training operators, who tele-
operated the movement of a mobile robot with two arms for industrial pick-and-place
tasks, and tested it with several users to determine the improvement obtained. Authors
in [50] provided an approach to reduce the effects of time delays during the teleoperation
based on VR and optimization data techniques. Authors in [51] developed a VR simulator
that recreated a team of selective compliance assembly arms (SCARA) to include cloud
resources to help users to improve the task performance. Authors in [52] presented an
immersive SLAM-based VR system for the teleoperation of mobile manipulators in un-
known environments. In this approach, the user totally guides the mobile robot, which is
constrained into a limited area. A 3D real-time environment reconstruction map is shown
in the VE, allowing the user to “see” the real environment.
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The majority of the studies relating VR and the teleoperation of mobile robots are
focused on improving the task performance (i.e., reducing the time needed to complete
the operation, and incorporating real elements in the VE). However, to the best of the
authors’ knowledge, few of them are focused on human–robot interaction aspects: interface
ergonomics, quality of the interface, ease of interaction with virtual elements, interfer-
ence of the virtual elements with the task target, etc. Note that the improvement of all
these features, which is the main goal of this work, can be decisive for the success of the
developed interface.

1.3. Proposal

This paper proposes a new virtual reality-based interface for the teleoperation of
mobile robots in unknown scenarios. The proposed interface is designed to be natural
and immersive to the user, reducing the learning process of the interface. The proposed
interface is fully described in the article, and its efficacy is experimentally demonstrated
using the mobile robot Turtlebot3 Burger. In addition, a complete study with users of
different ages and backgrounds is detailed to determine the quality and usability of the
proposed interface.

Concretely, this work presents several contributions as highlighted below:

• Unlike the works mentioned above, this work presents an intuitive interface designed
to teleoperate mobile robots in totally unknown environments. To do this, the user is
able to guide the robot through the environment in order to benefit from the intelli-
gence and adaptability of the human, whereas the robot is able to automatically avoid
collisions with the objects in the environment in order to benefit from its fast response.

• Contrary to the aforementioned works, the proposed interface does not seek the
realism of the virtual environment but provides all the minimum necessary elements
that allow the user to carry out the teleoperation task in a more natural and intuitive
way. Hence, the proposed interface establishes different virtual elements (e.g., mobile
robot, user reference, 2D map of the environment, information related to the robot
or task, and the 3D position of the objects detected in real-time, among others) that
allow the user to quickly interact with the interface and successfully perform the robot
teleoperation task.

• In contrast to the works about virtual reality interfaces mentioned above, where virtual
reality controllers are used for interacting with the virtual environment, this work
proposes the use of gamepads to carry out this interaction. Thus, this work aims
to improve the ergonomics of the user, allowing them to teleoperate the robots in a
natural way for long periods of time.

• This work is focused on improving the interaction between human users and interfaces
for the teleoperation of mobile robots. In this sense, in addition to conventional studies,
similar to those carried out in the abovementioned works to establish the viability and
efficiency of the proposed interface, this work also carries out a study of the experience
lived by users of different ages, gender and backgrounds when using the proposed
interface in order to establish its degree of naturalness and intuition.

1.4. Content of the Article

The content of the article is as follows. Section 2 describes the VR-based interface
developed in this work. Subsequently, the interface functionalities, performance and effec-
tiveness of the proposed VR-based interface are shown in Section 3 through experimental
results. Moreover, the usability of the interface as well as other aspects are also studied in
Section 3 through several questionnaires and tests conducted with users of different ages
and backgrounds. Finally, some conclusions are outlined in Section 4.
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2. Proposed Application
2.1. Overview

The application developed in this work consists of two workspaces: the local workspace
in which the VR headset is used and the remote workspace in which the robotic system
operates, as shown in Figure 1.

LDS-Sensor

High-level
controller

Robot
controller

REMOTE WORKSPACELOCAL WORKSPACE

Commands to
the robot

Distance to the
detected objects

User

Gamepad

VR
headset

Virtual
environment

The user commands
the robot by dragging

the virtual target
with the gamepad

Robot target
in the virtual
environment

Robot position
in the real

environment

Figure 1. Remote human–robot interaction using VR with data from LDS sensor and the robot odometry.

In the local workspace, the user is able to visualize the robot and its environment by
wearing the VR headset. Without loss of generality, this work uses the Oculus Quest 2 VR
headset [53], with a LCD screen with a resolution of 1832 × 1920 pixels per eye and refresh
frequency of up to 90 Hz, 6 GB of RAM, and a Quadcomm Snapdragon XR2 processor. In
addition, this device allows standalone applications.

In this work, the Unity Real-Time Development Platform [54] is used to develop the
virtual environment. Hence, the real robot is modeled and included in the virtual world.
The location of the detected obstacles in the virtual world is updated according to that of
the corresponding real-world objects, which is obtained online from sensor measurements.
In particular, in the proposed application, the robot configuration is obtained reading the
pose (i.e., position and orientation) values from the robot controller, whereas the accurate
location of the detected objects is obtained using a 360º laser distance sensor (LDS) mounted
on top of the robot.

In addition, a gamepad device is used to allow the user to drag the reference through
the virtual workspace, thus resulting in the movement of both real and virtual robots. A
Bluetooth communication is established between the gamepad and the VR headset. In this
work, the Xbox wireless controller (gamepad) [55] is used. Note that virtual reality headsets
use a different set of controllers [53], one per hand, to allow free movement to the user
in order to achieve a better virtual reality experience. However, the ergonomics of these
controllers is not developed for applications such as the one presented in this work, which
is more related to conventional games. Hence, this paper proposed the use of gamepads,
which is more intuitive, known by users and ergonomic for robot teleoperation applications.

In the remote workspace, the high level controller of the robot receives the position
command from the VR application, which corresponds to the reference position in the
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virtual workspace that is given by the movement performed by user with the gamepad. The
controller also receives from the LDS mentioned above the distance between the detected
objects and the mobile robot boundary. Thus, according to these values, the high-level
controller computes a proper robot velocity and commands the corresponding wheel speed
values to the robot controller. In particular, the high-level controller used in this work
is based on the well-known potential field method: on the one hand, the distance to the
obstacles measured by the LDS sensor is used to compute a “repulsive” force in order to
avoid collisions with the obstacles in the environment; on the other hand, the reference
position provided by the user at every time instant is used to compute an “attractive” force.
Therefore, this type of controller is purely reactive to the user teleoperation commands and
to the obstacles surrounding the mobile robot. Thus, there is no kind of high-level planning
and, hence, there is no a priori path to be followed. More details about the mentioned
high-level controller for the robotic system are given in Section 2.3.

Without loss of generality, this work uses a commercial mobile robot, the Turtlebot3
Burger [56], which is equipped with two servos Dynamixel XL430-W250-T for the wheels,
an OpenCR (32-bit ARM Cortex-M7) embedded controller (Robot controller), a Raspberry
Pi-3 (High-level controller) and a 360º LiDAR sensor (LDS), see [56] for further details. The
electronic and mechanical behavior of this mobile robot, as well as the low-level frequency
control and time delays of the embedded controller developed by the robot manufacturer,
are sufficient to carry out the validation of the approach proposed in this work. However,
custom low-level controllers could be developed in order to improve its behavior.

2.2. Virtual Environment

The virtual environment consists of an “infinite” floor divided by a grid of 1m side
squares. The user can modify the height of this floor to accommodate it to his/her point
of view. The rest of the elements are put over this floor. In order to help the user to
have a quick idea of the distance between objects, each square of the grid is divided into
four small squares of 0.5 m of the side, depicting a mosaic of gray colors that allows to
easily distinguish one from the others. In addition, a dark theme to the sky is chosen to
facilitate the user visibility of the relevant elements present in the VE; see Figure 2. Next, a
description of each element and the functionality of the proposed VE are detailed.

Figure 2 shows the main elements of the proposed VE. As commented before, the
Turtlebot3 Burger mobile robot for the experimental sections is used in this work; see
Section 3 for further details. The 3D model, representing the robot in the virtual space,
consists of the main structure (body, in blue), the LDS sensor attached to the body, and the
wheels of the mobile robot (in gray). It is worth mentioning that, in the virtual environment,
the wheels rotate independently of each other to simulate the real movement of the robot.
Note that in the proposed approach, the user does not directly move the mobile robot; rather,
the user indicates the reference position that the robot has to track. If this reference position
can be reached by the robot, the robot will move to the indicated location. Otherwise,
the robot will hold on as close as possible to the indicated reference position, avoiding
collisions with the obstacles in its environment. As shown in Figure 2a, the reference
position provided by the user, which has to be tracked by the mobile robot, is represented
as a blue circle, whereas the detected obstacles are represented by a set of quads getting
into virtual brown “walls”; see Figure 2b,d. The transparency, color and height of these
“walls” are chosen to indicate the presence of obstacles without disturbing the visibility of
the user during the teleoperation task.

In addition, a 2D map is also developed to allow the user to have an orthogonal view
of the 3D environment; see Figure 2a,b. The 2D map can be activated and deactivated by
the user at any moment by pressing and releasing, respectively, a stick of the gamepad.
Moreover, when the 2D map is activated, the user can still command the robot and simulta-
neously modify the map view, i.e., zoom in/out or move around the map. The user can
see the following information in the 2D map: the detected objects (in yellow); the robot
position (blue circumference); the reference position (green circumference); and a 1 m side
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square grid to easily locate the different elements in the map. Once the teleoperation task is
finished, the user can save the 2D resulting map generated.

Furthermore, the user can activate a panel showing relevant task information, such
as robot speed or the remaining distance to the target. This information automatically
disappears after 3 s to reduce the number of command buttons.

(a) (b) (c)

(d) (e) (f)

Figure 2. VE overview. (a) The 2D map view and 3D view. (b) Requested information data. (c) Tele-
porting (blue arrowed circle). (d) Detected objects (elements in brown). (e) Mobile robot boundary
(full view). (f) Mobile robot boundary (local view). 2D map: robot (blue circumference in (a));
reference (green circumference in (a)); detected objects (yellow points in (a,b)). 3D environment:
reference (blue circle in (a)); system information (i.e., robot velocity and distance to the target) in (b);
teleporting (blue arrowed circle in (c)); detected objects (brown walls in all figures); mobile robot
boundary as a circle (2D) or cylinder (3D) (red–yellow elements in (e,f)).

Note that, if the proposed element for the mobile robot boundary (i.e., the circle in
2D or cylinder in 3D; see Figure 2e) was shown at any moment, the user view of the robot
and the other virtual objects would be difficult and may affect the user task performance.
In order to overcome this, a new shader was developed [57] to measure the minimum
distance between the detected obstacles and the mobile robot boundary. In this way, only
the affected part of the boundary element is displayed. In addition, as the closest obstacle
approaches to the mobile robot boundary, the corresponding part of the boundary element
is gradually displayed; see Figure 2f.
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Moreover, the user is allowed to move through the VE in two ways:

• Physically: the VR headset position and orientation is tracked at any moment and,
hence, the user is able to move through the environment as if they were in the real
workspace (In general, this movement is limited by a security region free of obstacles
established a priori. To avoid this problem, one possibility could be the use of VR
omnidirectional treadmills [58]).

• Teleporting: the user can “jump” from their current position to another position in the
environment using the gamepad. Figure 2c shows the designed teleporting element,
which consists of an animated blue arrowed circle. This element is designed according
to the standard representation of teleporting in most current VR applications. Note
that, when the teleporting option is activated, the user cannot simultaneously move
the reference position of the robot for security reasons.

Finally, two types of sounds are developed to increase the feeling of reality in the VE:

• The movement of the robot produces a characteristic sound due to the robot servos,
whose treble variation depends on the speed of the robot. To give it more realism, this
sound is recorded directly from the actual sound of the robot moving at low speeds.
The treble change of this base sound is carried out proportionally to the speed of the
wheels, producing a real sensation of movement of the robot in the VE. This sound
effect cannot be disabled by the user. In addition, this is a 3D sound that changes
depending on the distance from the user to the robot position, providing the user with
a more realistic level of immersion in the task.

• An alarm sound is also included to warn the user of collisions between the robot
boundary and the obstacles in its environment. As in the previous case, this is also
a 3D sound. However, contrary to the later, the user is allowed to deactivate this
warning sound, since the nature of the proposed assisted teleoperation approach can
lead to situations where the user, for instance, takes the robot to areas where collisions
occur, or takes the robot to very tight zones where collisions cannot be avoided. In
either case, the user’s attention would be on the robot, so the visual effect of the
boundary alone would suffice. Note also that this warning sound for long periods
could become annoying.

2.3. High Level Controller: Mobile Robot Navigation with the Potential Field-Based Method

The well-known conventional potential field-based method [59] is typically used for
mobile robot navigation with collision avoidance. In particular, this approach consists of
using virtual forces, i.e., attractive and repulsive forces, to determine the robot movement,
as detailed below.

The commonly used attractive and repulsive forces have the following form [60]:

Fatt = Katt

(
pre f − p

)
(1)

Frep =

{
Krep

(
ρ−1 − ρ−1

0

)
ρ−2∇ρ if ρ < ρ0

0 otherwise,
(2)

where vector Fatt is the attractive force to the reference; vector Frep is the repulsive force from
the obstacles; the positive constants Katt and Krep represent the gains of the attractive and
repulsive forces, respectively; vectors pre f and p are the reference position and the actual
robot position, respectively; ρ is the minimum distance from the obstacles to the mobile
robot boundary; vector ∇ρ represents the gradient of the mentioned minimum distance,
i.e., a vector pointing from the closest obstacle to the mobile robot boundary; and ρ0 is a
positive constant denoting the distance of influence of the obstacles for the repulsive force.

Thus, the sum of all “forces” determines the magnitude and direction of the robot
motion as follows:

ṗt,c = Fatt + Frep, (3)
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where vector ṗt,c represents the commanded value for the velocity of the robot tracking
point, i.e., the point of the mobile robot that tracks the reference signal.

Next, the specific mobile robot used in this work for the experimentation is taken into
account to compute the minimum distance ρ between the detected obstacles and the mobile
robot boundary, as well as the commands for the robot wheel velocities.

As mentioned before, due to the shape of the Turtlebot3 Burger, the 2D boundary for
the mobile robot is simple modeled in this work as a circle (Without loss of generality, other
2D boundaries could also be considered for other specific mobile robots, e.g., a square or
an ellipse, details omitted for brevity). Therefore, the minimum distance ρ between the
detected obstacles and the mobile robot boundary is given by

ρi = R−2
(

P2
x,i + P2

y,i − R2
)

ρ = min{ρi},
(4)

where R is the radius of the circle used to model the mobile robot boundary, Pi = [Px,i Py,i]
T

is the 2D position of the i-th detected point of the obstacles relative to the center of the
boundary circle, and ρi is the normalized distance from point Pi to the boundary circle.
Note that this normalized distance has no units.

Since the Turtlebot3 Burger is a differential-drive mobile robot [61], the tracking point
considered in this work is located on the longitudinal symmetry axis of the mobile robot
and at a distance M from the rotation axle of the fixed wheels [62]. Hence, the commanded
value for the mobile robot motion is given by [63][

vc
ωc

]
=

[
cos(θ) sin(θ)

− sin(θ)/M cos(θ)/M

]
ṗt,c (5)[

ϕ̇r,c
ϕ̇l,c

]
= r−1

[
1 L/2
1 −L/2

][
vc
ωc

]
, (6)

where θ is the orientation angle of the mobile robot relative to the X-axis; r is the radius
of the fixed wheels of the robot; L is the distance between the robot wheels; vc and ωc are
the commanded value for the forward and angular velocities, respectively, of the mobile
robot; and ϕ̇r,c and ϕ̇l,c are the commanded value for the angular velocity of the right and
left wheels, respectively.

3. Results

With respect to the remote workspace hardware, Figure 3 shows the two different
platforms that were used to demonstrate the suitability and effectiveness of the proposed ap-
proach. Figure 3a shows the simulator setup using Gazebo [64,65], whilst Figure 3b shows
the real platform. In both cases, the robot used was the Turtlebot3 Burger, a differential-
drive mobile robot equipped with two servos Dynamixel XL430-W250-T for the wheels, an
OpenCR (32-bit ARM Cortex-M7) embedded controller (Robot controller), a RaspBerry Pi-3
(High-level controller), and an LDS, see [56] for further details. Obstacles with different
shapes such as cylinders, ellipsoids (rounded corners) or boxes (sharp corners) were used
in both platforms. Remark that the correct measurement of the distance from the mobile
robot to the obstacles in the environment directly depends on the sensors used and the
typology of the obstacle to be detected. In this work, an LDS sensor is sufficient to properly
detect the obstacles used in the real experimentation. However, for objects with different
characteristics (e.g., reflective materials and irregular shapes) other appropriate sensors
(e.g., vision system, infrared sensors and ultrasonic sensors) could be required to obtain a
proper obstacle detection so that these sensors could complement or replace the one used
in this work.

With respect to the local workspace hardware, the Oculus Quest 2 VR headset [53]
and the Xbox Wireless Controller (gamepad) [55] were used.
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The communication protocol between the robot high-level controller and the VR
headset was via Wi-Fi Ethernet TCP/UDP. The LSD data were updated at 1 Hz, and the
robot pose (i.e., position and orientation) and user commands were updated at 20 Hz. The
communication protocol between the VR headset and the Xbox wireless controller was
via Bluetooth.

Robot

Obstacles

Robot

Obstacles

(a) (b)

Figure 3. Experimental setup: remote environment. (a) Simulation setup. (b) Real setup.

The parameter values used for the high level controller of the robot are as follows: po-
tential field-based method {ρ0 = 0.35, Katt = 0.75, Krep = 1}; robot kinematics {L = 0.16 m,
M = 0.052 m, r = 0.033 m}; and boundary circle with radius R = 0.18 m and center located
at the mobile robot tracking point.

3.1. Case Study 1: Virtual Application Functionalities and Behavior

A first experiment was conducted to show the proposed VE and its functionalities,
which can be played in [66]. In this case, the Turtlebot3 Burger model using the Gazebo
simulator was used, and the environment consisted of a cylinder obstacle and four rectan-
gles defining the allowed square region; see Figure 3a. In particular, Figure 4 shows several
frames of this experiment, whilst Figure 5 shows the trajectory and control performance
of the overall experiment. The user can activate the 2D map option to see an orthogonal
representation of the environment with the “discovered objects”, and the location of the
robot and the reference; see Figure 4a. The user is able to activate the task information
data, e.g., robot velocity or target distance, at any moment; see Figure 4b. Note that these
data depend on the application, and it would be easy to add the required information into
the panel. Figure 4c shows the teleporting functionality. We remark that when this option
is activated, the user cannot move the robot reference for security reasons. The obstacle
avoidance capability can be seen from Figure 4c–f. Note that even though the user guides
the reference through the cylinder obstacle, the robot successfully avoids this obstacle
and reaches the reference when possible. This behavior can be better seen in Figure 5a,b.
The repulsive force of the potential field-based navigation method becomes active around
time instant 57 s when the distance ρ between the detected obstacles and the mobile robot
boundary becomes lower than threshold ρ0, see Figure 5a and Equation (2), causing the
robot deviation from the trajectory marked by the reference (see Figure 5b). Note also
that when the mentioned repulsive force is deactivated, i.e., when the distance ρ between
the detected obstacles and the mobile robot boundary becomes larger than threshold ρ0
(see Equation (2)), the robot returns to the path of the reference. Note that a so-called
“trap situation” arises around time instant 115 s, i.e., the forward and angular velocities
of the mobile robot are approximately zero; see Figure 5a. This is due to the fact that the
robot has reached a corner; see position X = Y = 2.5 m in Figure 5b. Remark that these
trap situations are typically present in potential field-based control schemes, and could
be overcome if the user “helps” the robot in guiding the reference to an area reachable by
the robot.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4. Case study 1: Frames of the video showing the functionalities of the proposed VR-based
interface. See the video in [66]. (a) video: 0 min 16 s. (b) video: 0 min 21 s. (c) video: 0 min 39 s.
(d) video: 0 min 43 s. (e) video: 0 min 49 s. (f) video: 0 min 57 s. (g) video: 1 min 00 s. (h) video:
1 min 05 s.
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Figure 5. Case study 1: robot control performance. (a) Top graph: normalized distance ρ between the
detected obstacles and the mobile robot boundary (the dashed line represents the distance threshold
ρ0 for the activation of the repulsive force). Middle and bottom graphs: linear and angular velocity
commands for the mobile robot. (b) 2D robot trajectory: starting robot position (small orange circle);
ending robot position (small green diamond); robot trajectory (red dashed line); user reference
trajectory (solid black line); and obstacles (solid-thick blue lines).

In the video recording, the 3D sound effect can also be appreciate , i.e., both servo
sounds and warning sounds are local to the robot, and the user perceives these sounds
differently depending on the distance between the robot and the user.

3.2. Case Study 2: Real Robot Behavior

A second experiment was conducted to demonstrate the feasibility and suitability
of the proposed virtual reality interface to control a real mobile robot. Figure 3b shows
the remote environment used for this case study, which includes several obstacles located
strategically to cause challenging situations, such as the avoidance of obstacles with round
and sharp corners and trap situations. The video of this experiment can be played in [67].

For this second experiment, Figure 6 shows the normalized distance ρ between the de-
tected obstacles and the mobile robot boundary together with the control velocity commands.

Moreover, Figure 7 shows several frames of this experiment related to the obsta-
cle avoidance capability of the robot and how this is depicted in the VE. In particular,
Figure 7a,c show the robot performance when avoiding an obstacle with rounded shape;
see the time interval 45–74 s in the graphs of Figure 6a. Note that the robot deviates from the
reference trajectory when the repulsive force of the potential field-based navigation method
becomes active (i.e., ρ < ρ0) (see the top graph in Figure 6a), and tries to go back to the
reference once the mentioned repulsive force is deactivated, i.e., when ρ > ρ0. In addition,
Figure 7d–f show the robot performance when avoiding an obstacle with sharp corners;
see time interval 85–97 s in the graphs of Figure 6a. As in the previous case, the activation
of the repulsive force during this time span allows the mobile robot to successfully avoid
this kind of obstacle (Figure 6b).

In addition, Figure 8 depicts several frames of this experiment to show how the robot
deals with a trap situation, which occurs around time interval 137–175 s, see Figure 6a. As
commented above, this behavior is typically present in potential field-based approaches
and, in this case, the user successfully assists the robot to escape from this trap situation by
guiding the reference trajectory to an area reachable by the robot.
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Figure 6. Case study 2: robot control performance. (a) Top graph: normalized distance ρ between the
detected obstacles and the mobile robot boundary (the dashed line represents the distance threshold
ρ0 for the activation of the repulsive force). Middle and bottom graphs: linear and angular velocity
commands for the mobile robot. (b) The 2D robot trajectory: starting robot position (small orange
circle); ending robot position (small green diamond); robot trajectory (red dashed line); user reference
trajectory (solid black line); and approximate location of the real obstacles (solid-thick blue lines).
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Figure 7. Cont.
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(e) (f)

Figure 7. Case study 2: frames of the video showing obstacle avoidance situations. (a) video: 0 min
45 s. (b) video: 0 min 56 s. (c) video: 1 min 8 s. (d) video: 1 min 19 s. (e) video: 1 min 28 s. (f) video:
1 min 38 s.

(a) (b)

(c) (d)

Figure 8. Case study 2: frames of the video showing a trap situation. (a) video: 2 min 20 s. (b) video:
2 min 32 s. (c) video: 2 min 42 s. (d) video: 2 min 55 s.

3.3. Usability Analysis Results

Similar to [68–70], several methods, such as the usability tests of applications, which
are traditionally used to validate hardware and software, together with users’ interviews,
were conducted to show the advantages of the proposed approach.

Remark that most of the works proposing a new virtual reality interface for robot
applications show its performance for just one user. However, there are few researchers that
conduct some kind of usability test to prove its performance with several participants. For
instance, in [7], a virtual reality application for the teleoperation of military mobile robotic
systems was presented, and 15 participants were considered to prove its performance.
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In [71], 10 participants were considered to validate a human–robot collaborative control
in a virtual reality-based telepresence system. Finally, in [9], 11 participants were used to
validate the mixed reality interface developed for robot teleoperation.

Note that the mentioned works considered a similar number of participants, ranging
from 10 to 15 participants, and with an average value of 12. Therefore, 11 participants were
selected in this work for the usability and presence questionnaires.

It is important to remark that considering a specific sample size gives rise to a certain
margin of error [72]. In particular, for a sample of 11 participants and considering a
confidence level of 95% and unlimited population size, the margin error is only 29.55%,
which means that there is a 95% chance that the real value is within ±29.55% of the value
obtained with the selected sample, which is fairly reasonable.

Furthermore, in order to have a representative sample, the 11 participants selected for
the comparison experiment had different backgrounds. The main information about these
participants is the following: 54.55% of the participants were female, whilst the remaining
45.45% were male; it was pretended to cover the maximum age range such that 18.18% of
the participants were under 18 years old, 18.18% of them were between 18 and 40 years old,
18.18% of them were between 40 and 55 years old, 27.27% of them were between 55 and
70 years old, and 18.18% of the participants were older than 70 years old. With respect to
their level of studies, 72.73% of the participants indicated basics studies, 18.18% of them
indicated bachelor studies, and 9.09% of the participants indicated post-grade studies.
In addition, 81.82% of the participants indicated that they had never used virtual reality
headsets, whilst the remaining 18.18% of them indicated to have some experience with
virtual reality applications and devices. Moreover, 63.64% of the participants indicated
not having experience with video games and/or gamepad devices, whilst 36.36% of the
participants indicated being video game players.

The procedure followed to conduct the tests was as follows. Firstly, a brief description
of the virtual reality devices and robotic applications was given to each participant. Note
that the task to be performed was to guide the mobile robot to a certain location to perform
a rescue operation in the shortest possible time in an unknown environment. Hence, in
second place, training was performed by each participant to become used to the VE and the
control device (i.e., gamepad controls). In this case, the same scenario shown in Section 3.1
(see Figure 3a) with the Gazebo-based robot model was used. The training took around
15 min per participant.

After the training, the participant performed the required “rescue operation”. In this
case, a complete different scenario was used (see Figure 9) which was modeled using
Blender 2.93 [73]. A demonstrative video can be played in [74]. All participants successfully
performed the task, and the average time to complete it was 5 min 7 s, with a standard
deviation of 17 s.

(a) (b)

Figure 9. Circuit used in the usability and presence tests. (a) Blender-made circuit. (b) Gazebo environment.
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After the test, the participants were asked to complete three standard questionnaires:
the presence questionnaire (PQ) [75,76], the Igroup Presence Questionnaire (IPQ) [77–79],
and the system usability scale (SUS) [80]. The PQ and IPQ questionnaires were chosen
because they are widely used to evaluate the sense of presence in VEs, the realism, the
interface and chosen devices quality, among other factors. The SUS questionnaire was used
to test the usability of the proposed interface because it is short, concise and widely used.

The PQ was conducted in order to evaluate the user experience in the VE [75]. Twenty
four of the twenty nine total questions of the third version of the PQ questionnaire were
selected according to the nature of the proposed application; see Table 1. The PQ uses a
seven-point Likert-type scale and has four subscales: involvement, sensor fidelity, immersion
and interface quality.

Table 1. Questions of the PQ questionnaire [75,76].

PQ1 How much were you able to control events?

PQ2 How responsive was the environment to actions that you initiated (or performed)?

PQ3 How natural did your interactions with the environment seem?

PQ4 How much did the visual aspects of the environment involve you?

PQ5 How natural was the mechanism which controlled movement through the environment?

PQ6 How compelling was your sense of objects moving through space?

PQ7 How much did your experiences in the virtual environment seem consistent with your
real world experiences?

PQ8 How compelling was your sense of moving around inside the virtual environment?

PQ9 How completely were you able to actively survey or search the environment using vision?

PQ11 How well could you move or manipulate objects in the virtual environment?

PQ12 How closely were you able to examine objects?

PQ13 How well could you examine objects from multiple viewpoints?

PQ14 How much did the auditory aspects of the environment involve you?

PQ15 How well could you identify sounds?

PQ16 How well could you localize sounds?

PQ17 Were you able to anticipate what would happen next in response to the actions that
you performed?

PQ18 How quickly did you adjust to the virtual environment experience?

PQ19 How proficient in moving and interacting with the virtual environment did you feel at
the end of the experience?

PQ20 How well could you concentrate on the assigned tasks or required activities rather
than on the mechanisms used to perform those tasks or activities?

PQ21 How much delay did you experience between your actions and expected outcomes?

PQ22 How much did the visual display quality interfere or distract you from performing
assigned tasks or required activities?

PQ23 How much did the control devices interfere with the performance of assigned tasks or
with other activities

PQ24 How much did the control devices interfere with the performance of assigned tasks or
with other activities

Figure 10 shows the results of the PQ. Concretely, Figure 10a shows the mean and
standard deviation for each question of the PQ, whilst Figure 10b shows the mean, standard
deviation and total percentage for each PQ subscale. In particular, the Involvement score was
95.19% with a standard deviation of 6.61, which means that the users paid close attention to
the virtual reality environment and actively participated in all aspects present. The sensor
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fidelity score was 99.13% with a standard deviation of 2.26, which means that the users
could observe from multiple views and interact with all objects present in the VE easily and
without problems. The immersion score was 94.48% with a standard deviation of 6.05, which
means that users could adapt themselves quickly and easily to the VE, and could perform
the task without distractions. Finally, the interface quality score was 97.40% with a standard
deviation of 3.92, which means that users did not perceive failures or malfunctions in the
virtual reality interface during the tasks.

(a) (b)

Figure 10. Results of the presence questionnaire. (a) Mean and standard deviation per question.
(b) Subscale results (mean and standard deviation).

On the other hand, the IPQ was conducted in order to measure the sense of presence
experienced by users in the proposed VE [77]. The IPQ is composed of 14 questions used to
evaluate three subscales: spatial presence, i.e., the sense of being physically present in the VE;
involvement, i.e., measuring the attention devoted to the VE and the involvement experience;
and experienced realism, i.e., measuring the subjective experience of realism in the VE. In
addition to this, the IPQ has an additional general item that assesses the general “sense of
being there”, and has high loadings on all three factors, especially on spatial presence. The
IPQ questions are shown in Table 2.

Figure 11 shows the results of the IPQ. Concretely, Figure 11a shows the mean, and
standard deviation for each question of the IPQ, whilst Figure 11b shows the mean, standard
deviation and total percentage for each PQ subscale. In particular, the general presence score
was 94.81% with a standard deviation of 6.87, which indicates that users felt like they
were inside the VE. The spacial presence score was 99.74% with a standard deviation of 0.58,
which means that users felt like they were physically present in the VE. The involvement
score was 92.86% with a standard deviation of 9.51, which is very similar to that of the PQ,
corroborating that users actively participated and focused on all aspects of the VE. Finally,
the experienced realism score was 35.71% with a standard deviation of 42.86, which means
that users felt in any moment that they were in a VE, with no realistic objects present in
there. This coincides with the goal of the proposed approach, which was not to design a
“realistic” scenario but a natural and user-friendly VE to be used in most of the current
commercial VR headsets. Note that increasing realism implies more computational cost
and the use of specialized hardware, i.e., graphic cards.
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Table 2. Questions of the IPQ questionnaire [77–79].

IPQ1 In the computer generated world I had a sense of “being there”

IPQ2 Somehow I felt that the virtual world surrounded me

IPQ3 I felt like I was just perceiving pictures

IPQ4 I did not feel present in the virtual space

IPQ5 I had a sense of acting in the virtual space, rather than operating something from outside

IPQ6 I felt present in the virtual space

IPQ7 How aware were you of the real world surrounding while navigating in the virtual world?
(i.e., sounds, room temperature, and other people)?

IPQ8 I was not aware of my real environment

IPQ9 I still paid attention to the real environment

IPQ11 I was completely captivated by the virtual world

IPQ12 How real did the virtual world seem to you?

IPQ13 How much did your experience in the virtual environment seem consistent with
your real world experience?

IPQ14 The virtual world seemed more realistic than the real world

(a) (b)

Figure 11. Results of the Igroup presence questionnaire. (a) Mean and standard deviation per
question. (b) Subscales results (mean and standard deviation).

Regarding the SUS questionnaire, the overall perceived usability was 90.91 out of
100 (min 77.5; max 100; SD 7.18), which means that the proposed VR-based interface
reached a high level of usability. In addition, Figure 12 shows the results obtained for each
question of the SUS questionnaire, which are detailed in Table 3. Note that most of the
participants would use this interface frequently and found the interface easy to use. The
participants also indicated that all the interface functionalities were well integrated and
that the proposed interface was consistent. Moreover, the participants felt confident with
the interface.
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Table 3. Questions of the SUS questionnaire [80].

SUS1 I think that I would like to use this system frequently

SUS2 I found the system unnecessarily complex

SUS3 I thought the system was easy to use

SUS4 I think that I would need the support of a technical person to be able to use
this system

SUS5 I found the various functions in this system were well integrated

SUS6 I thought there was too much inconsistency in this system

SUS7 I would imagine that most people would learn to use this system very quickly

SUS8 I found the system very cumbersome to use

SUS9 I felt very confident using the system

SUS10 I needed to learn a lot of things before I could get going with this system

Figure 12. Results of the SUS questionnaire (mean and standard deviation).

4. Conclusions

A virtual reality-based interface for advanced assisted teleoperation of mobile robots
was developed in this work to assist human operators to conduct operations, such as
human rescue, bomb deactivation, etc. For this purpose, virtual reality and sensor feedback
were used to provide the user an immersive virtual experience when remotely teleoperating
the robot system in order to properly perform the task.

The main advantages of the proposal are twofold. Firstly, the proposed virtual envi-
ronment is useful to provide a more natural manner to teleoperate these kind of robots,
which improves the task performance. Secondly, the synergistic effect between the human,
who provides flexibility to adapt to complex situations, and the robot, which is able to
automatically avoid the obstacles in its environment, makes the proposed approach user
friendly and allows the robot to deal with challenging situations, e.g., to escape from
trap situations.

Furthermore, the feasibility and effectiveness of the proposed virtual reality interface
for advanced assisted teleoperation of mobile robots were shown through experimental
results, using a differential-drive mobile robot, the Turtlebot3 Burger, equipped with a 360º
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LiDAR sensor. Although in this work, only the robot odometry and LiDAR sensor were
used, the information provided from other sensors, such as vision systems, could be easily
added in order to include in the local environment (virtual world) more information from
the remote environment (real world).

In addition, several usability and presence questionnaires were carried out with users
of different ages and backgrounds. The results showed that the proposed virtual reality
based interface is intuitive, ergonomic and easy to use.

This work assumed that the robot goes through a totally unknown environment. If
there is previous knowledge of the environment, one possibility would be to improve the
teleporting option by showing the “allowed” areas in a blue circle (such as the one shown
in this work) and the “not allowed” areas with a red circle, thus constraining the user
movements within the virtual world.

Moreover, if the environment is totally or partially known, it would be interesting to
introduce a trajectory planner, which in combination with the manual teleoperation carried
out by the human, would lead to a semi-automatic teleoperation mode. In this mode, the
planner would indicate the optimal trajectory to the human operator, who would be free to
follow it or not depending on the situation.

In this work, the well-known potential field-based navigation method was used for the
high-level controller of the mobile robot. However, other controllers could be considered
to improve the performance of the mobile robot navigation in different ways, e.g., sliding
mode control approaches [81] or intelligent model-free control approaches [82] could
be used.
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