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Abstract

:

Various realistic collaboration technologies have emerged in the context of the COVID-19 pandemic. However, as existing virtual reality (VR) collaboration systems generally employ an inverse kinematic method using a head-mounted display and controller, the user and character cannot be accurately matched. Accordingly, the immersion level of the VR experience is low. In this study, we propose a VR remote collaboration system that uses motion capture to improve immersion. The system uses a VR character in which a user wearing motion capture equipment performs the same operations as the user. Nevertheless, an error can occur in the virtual environment when the sizes of the actual motion capture user and virtual character are different. To reduce this error, a technique for synchronizing the size of the character according to the user’s body was implemented and tested. The experimental results show that the error between the heights of the test subject and virtual character was 0.465 cm on average. To verify that the implementation of the motion-capture-based VR remote collaboration system is possible, we confirm that three motion-capture users can collaborate remotely using a photon server.
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1. Introduction


Because of the prolonged COVID-19 pandemic, non-face-to-face technology is rapidly developing in all industries [1]. Accordingly, the demand for non-face-to-face remote collaboration technology has increased significantly [2]. In general, remote collaboration systems use webcam-based video conferencing systems such as Google Teams and Zoom [3]. However, these video collaboration systems provide limited visual information [4]. To overcome the limitations of existing video collaboration systems, virtual reality (VR)/augmented reality (AR)-based realistic collaboration systems are emerging [5]. According to the Immersive Technologies Market Research Report published by Transparency Market Research, the revenue of the global immersive technology market in 2020 was valued at 81.82 Bn. By 2031 and is expected to exceed 2.6 Tn. Moreover, it is expected to expand at a compound annual growth rate of approximately 38% during the projected period [6].



After a VR head-mounted display (HMD) was initially developed by Ivan Sutherland in 1968, he began to research input-processing technology to control virtual physical movements [7]. Subsequently, graphic processing and 3D stereoscopic sound technologies were developed. To expand the multi-sensory experience, various companies have developed data gloves and haptic suits [8]. When a user’s illusion of body ownership occurs through a multi-sensory experience, the sense of immersion in the virtual environment increases. Body ownership is the sense of belonging to the body in the field of cognitive neuroscience [9]. A representative experiment is the “Rubber Hands Illusion” experiment published by Botvinick and Chen published n “Nature” in 1998 [10]. This experiment proved that when we transmit complex stimuli such as sight and touch stimuli to the brain, we can mistake other objects for our own bodies. In 2008, Petkova and Ehrsson demonstrated through a study using a camera and VR that users can feel the body of a character in the virtual world as if it were their own [11]. When the user can see the virtual body from a first-person perspective, the sense of body ownership increases [12,13]. To create an avatar from a first-person view, using VR technology is necessary to build a virtual environment that can be simulated. A realistic collaboration system with VR technology can enhance the effects of collaboration through information sharing, an immersive sense of presence, and natural interactions [14]. However, most VR immersive collaboration systems use the inverse kinematic (IK) method with an HMD and controller [15,16,17]. In this approach, the joints of the upper skeleton of the elbow or shoulder follow depending on the position of the lower skeleton, such as the hand [18]. Because the actual elbow or shoulder value is calculated and used as the median value, the user’s behavior cannot be the same as that of the VR character. In this study, we propose a motion capture-based VR remote collaboration system for improving the IK method. This system implements a virtual environment that can synchronize users and characters in VR in real-time through full-body motion capture. Body motion data are obtained via a motion capture device and applied to a virtual character in the Unity development engine. An environment is created from the user’s first-person perspective so that the user can observe from the character’s perspective in the virtual environment. When the user accesses the virtual environment, the height of the HMD is measured to synchronize the sizes of the user and character. The accuracy of the character size synchronization system is measured by obtaining the error value between the actual user’s height and a character key through an experiment. Photon Unity Network 2 (PUN2) was used to remotely collaborate between virtual characters. When three people wearing motion capture equipment collaborated remotely with a remote partner, each user was given a different network ID. The feasibility of the remote collaboration system utilizing the proposed motion capture was verified. The proposed system provides users with a virtual reality experience that maximizes telepresence.




2. Literature Review


2.1. Immersive Collaboration Platform


An immersive collaboration system enhances the effectiveness of collaboration through rich information sharing and immersive interactions using VR and AR technologies [19]. Realistic collaboration technology can be used to share the work to be solved by reducing the ambiguity of communication. [20]. Problems can be solved accurately and quickly, even in non-face-to-face conditions. An immersive collaboration system supports various collaboration environments, such as idea visualizations or meetings, model design and evaluation environments, and presentation services [21,22]. Table 1 analyzes 28 immersive collaboration systems as classified into four main items. All 28 immersive collaboration platforms can be accessed through VR. Among them, five platforms can be accessed through AR, and 22 platforms can be accessed through a PC. In addition, 13 platforms can be accessed through mobile devices such as smartphones and tablets. In the item analyzing the avatar type in the VR environment, four platforms have avatar types of head and hands. There is only one platform with the avatar type of only showing the head and upper body. There are 13 platforms where avatars have a head, hand, and upper-body shapes. Four platforms implement the avatar’s head, arms, hands, and upper body. Five platforms use only the HMD and controller and use IK to implement the movements of the entire avatar body. One platform naturally implements the movement of the entire avatar body according to motion-capture equipment. Of the 28 platforms, 22 can freely convert the face shape of the avatar. Among them, spatial can generate an avatar by photographing a user’s face with a camera. At least six people can collaborate in one room of the network on all platforms. Platforms such as FrameVR can accommodate up to 100 people.



Figure 1 summarizes the avatar types found in the virtual world as six categories. Each realistic collaboration platform uses an avatar type based on its characteristics. Unlike hand-only avatars, full-body avatars can improve a user’s presence in a virtual environment [48]. Rendering the user’s body in VR increases immersion and the illusion of being in the virtual world [49]. Full-body tracking technology using full-body motion capture equipment can match body motion data with virtual character movements, thereby enabling specific body information transfer [50]. In addition, in previous studies, users felt that it was easier to visually track full-body characters and understand their behaviors than characters with only hands or upper bodies [51]. As an immersive VR environment is experienced by the user from a first-person perspective, it is essential to have a virtual character body. Therefore, it can be confirmed that a full-body full-tracking system provides higher user immersion than a system using only hand information or tracking only hands and arms using HMD information.




2.2. Motion Capture


Motion capture refers to a technology for extracting specific information using an algorithm using data concerning the movement, position, speed, and direction of objects, such as moving people and animals [52]. Motion capture is used not only in movies, but also in video games, sports, medicine, robotics, and defense. An early form of motion capture was the Rotoscoping technique devised by filmmaker Max Fleischer in 1915. In this method, the movement of an actor was recorded with a camera and then moved and drawn one-by-one for each frame. Disney’s first feature film, “Snow White and the Seven Dwarves,” was produced using the Rotoscoping method. This motion capture method provided a fluidity and realism not seen in previous animations [53]. Beginning in the 1970s, filmmakers designed new methods for capturing actors’ movements using 3D optical technology. A computer was used to calculate the movements of an actor marked with a marker using a camera. Hollywood applied this approach to a 3D character named Jar Jar Binks from Star Wars: The Phantom Menace in 1999. Since then, motion capture has developed as a camera performance method based on capturing motion data, and new motion capture methods have emerged [54]. Currently, motion capture technology is being used in many fields such as games, healthcare, and broadcasting. EA (Electronic Arts) used motion capture and artificial intelligence technology to capture the characteristics of a soccer player’s actual movement to obtain data. By applying this hyper-motion technology to FIFA 22, realism and realism were increased [55]. Home-based virtual PT systems that use motion tracking sensors to monitor patient motions and provide guidance services are also of increasing interest [56,57]. Motion capture makes it easy to capture the movement and expression of a subject. In the field of performing arts, motion capture technology is used to document, store, and learn the movements of dance, theater and martial arts [58]. Virtual influencers who perform virtual character activities using motion tracking equipment, face motion capture, and artificial intelligence technology are also spreading around the world [59].



As shown in Table 2, motion capture technologies can be classified into optical marker-based, marker-less, and inertial measurement methods [60]. The optical marker-based method marks a capture target with a marker to improve the measurement accuracy. This method requires dozens of cameras, as all markers on the subject must be always tracked. Although the accuracy of the body data is high, the process is time-consuming and expensive because it can only be shot in a fixed indoor studio. Optical marker-based imaging equipment companies include OptiTrack, Motion Analysis, and VICON.



Microsoft Kinect is an optical markerless device. The Kinect V2 equipment can analyze a target using a camera sensor, infrared sensor, and depth sensor using 25 skeleton joint point algorithms [61]. Using this method, motion data can be obtained without attaching markers. However, the image processing method is inaccurate relative to those using markers or sensors because there is no clear reference point. Moreover, if the number of tracking personnel increases or the object is obscured, errors occur in the measurement values [62].



The inertial measurement method acquires motion data by attaching a sensor to the body joints of the user. Unlike marker-based methods, it is used for outdoor shooting or action scenes owing to its high portability and spatial freedom. However, when the sensor is used for a long time, the error range of the data widens. Companies related to inertial measurement equipment include Xsens, Noitom, NanSense, and Rokoko.



Figure 2 shows the differences between the motion capture methods. Motion capture methods should be adopted and used with consideration of the characteristics and user environment of the platform to be manufactured.





3. Proposed System


The system proposed in this study uses inertial measurement unit (IMU) inertial measurement equipment for capturing motion in both indoor and outdoor locations. Several studies have demonstrated that IMUs can provide precise tracking of upper and lower bodies [63,64,65]. Accordingly, we developed an improvement plan for character movement appearing in the existing IK method system. First, we implemented a VR remote collaboration system using motion capture equipment and matched the user’s body data with the body data of the virtual character. Second, three researchers collaborated to verify that the proposed system was practically usable.



3.1. Proposed System Development Environment


We used a PC with the following specifications and software for our development environment.



	
OS: Window 10



	
CPU: Intel® Core™ i9-10980HK CPU @ 2.40 GHz 3.10 GHz



	
RAM: 32.0 GB



	
GPU: NVDIA GeForce GTX 2080 Super



	
Framework: Unity 2019.4.18f, Visual Studio 2019



	
Language: C#



	
Hardware: Perception Neuron Studio, HTC Vive Pro Eye, Oculus Rift S



	
Software: Axis Studio Software, Unity






The proposed system used the C# script language and Visual Studio 2019 to create a VR remote collaboration environment with Unity (2019.4.18f). Unity is a development engine used in various applications, including PC, VR, AR, and mobile devices. It supports a cross-system that can be distributed to various devices through the development of one application [66,67]. The XR Interaction Toolkit plugin was used for the VR interaction. This was used to create a multi-variety VR platform able to use both the HTC Vive Pro Eye and Oculus Rift S. For remote collaboration, a Unity-only Photon PUN2 server was used. For real-time motion capture, the Perception Neuron Studio (PNS) IMU inertial measurement equipment and gloves were used. The PNS uses an inertial body sensor, an independent small sensor with an inertial measurement method equipped with a gyroscope, accelerometer, and magnetometer mounted on a strap. The user’s movements can be measured in real time using embedded data fusion, anthropometric, and physical engine algorithms embedded in the sensor [68]. Ryan Sers tested the accuracy and effectiveness of the perception neuron motion capture device in terms of its ability to measure the range of motion (ROM) of an upper body posture [50]. According to the study, the device had an average ROM difference of less than 5°. Root mean square deviation (RMSD) is suitable for expressing the precision, as it is used when dealing with the difference between a predicted result value and the value observed in the real environment. In Ryan Sers’ experiment, the RMSD was properly below 4°, providing that the error range was low, and that the measurement precision was valid for evaluating upper-body motion [68]. In addition, the PNS shows better precision and performance than the PN3 from Noitom in 2021. PN3 is capped at a 60 fps capture rate, whereas PNS can track fast movements at up to 240 fps. PN3 can track 3 performers simultaneously, whereas PNS can track up to 5.




3.2. System Development


The motion capture-based VR multi-remote system is shown in Figure 3. The users wore motion capture equipment and HMDs. The motion data from the motion capture devices were received by the Axis Studio software through data conversion. In addition, Axis Studio Software acted as a hub to receive and store data from the motion capture equipment. The procedure was as follows. (1) Connect the motion capture transceiver to the computer. (2) Link the IP address of the motion capture transceiver with the computer IPV4 settings. (3) Place the PNS Socket Type to TCP and Local Address IP/Port number. (4) Add the SDK used by integrating Axis Studio Software and Unity to the Unity project. In this project, we used the Neuron Unity Integration 0.2.19 Plugin. (5) Attach a script that can receive motion capture device data communication provided by the Neuron Unity integration Plugin to the PNS model to be used. Unity uses TCP/IP communication to link the motion capture data and characters. Each user’s character data were network-synchronized using a photon server. The users wearing motion capture equipment could collaborate remotely using a character with the same size as their body size in a virtual environment.



As shown in Figure 4, the motion data of the PNS equipment performed the user motion data initialization process and posture calibration process using Axis Studio. The motion data were converted to BVH and transmitted to Unity in real time through TCP/IP communication.



To apply the motion data sent to Unity to a character, a character-retargeting process was required. Character retargeting is a method for minimizing the error between an applied character joint and the original data joint [69]. Figure 5 shows a scene in which one piece of motion data is retargeted to two Unity characters of different sizes.



The XR Interaction Toolkit was used to create the VR environment in Unity. If an HMD and Unity camera are connected to the XR Rig of XR Interaction, the user can see the Unity VR space on the HMD screen. To make the virtual character’s body move according to thoughts like one’s own in a VR environment, the virtual character is implemented in a first-person view while the user is wearing an HMD. When integrating and synchronizing the HMD with PNS, there are three core rules. First, the rotation values of the PNS model’s head cannot be used, as the HMD’s rotation values must be given priority when the camera follows the character’s eyes. In addition, the transform value of the HMD cannot be used. Finally, the HMD camera node cannot be set as the parent of the PNS model skeleton [54].



Figure 6 shows a method for performing a remote multiplayer experience through a photon server. In the picture there are users named A, B, C, and D and characters a, b, c, and d that each user can use. The first room creator, Master A, creates a world. In general, it is easy to be mistaken for a form in which characters a, b, c, and d all participate in World A. In fact, each user creates his/her own world and transmits information to the clones of each world. When the remaining users connect to the network, Worlds B, C, and D are created. In that world, all characters except your own are clones from other worlds. The remote character is different from the local character, but the same identifier is used. For example, remote character A of World B has the same identifier as local character A of World A, so the information of local character A can be synchronized. In this way, local and remote characters are created in every world, and information is synchronized with characters in other worlds through the server. Therefore, if there are four users connecting to the network, four identical worlds will be created, and 16 characters will be created.



Figure 7 shows whether two users of motion capture equipment are remotely linked in a VR network environment using the photon server. Users enter a room through the photon server. Each user is created with a prefab character corresponding to the stored unique ID. At this time, a script is activated to receive motion capture data only for characters created in their own world to avoid network errors.





4. Experiments and Results


In the manufactured remote collaboration system, the size of the prepared basic character is predetermined, so there is a difference in body height between the real user and virtual character. Owing to this difference, the actions of the user and the character do not match, and the feeling of immersion is reduced. To improve this, a method was implemented to reduce the gap between the real and virtual environments by matching the height of the virtual character to that of the user. Using the implemented experimental environment, the error value for the height of the character, insofar as matching the actual user’s height, was measured. The experimental environment was the same as the development environment. The experiment was conducted using an Oculus Rift S HMD.



4.1. Character Scale Synchronization


In Figure 8, A stands for User A’s Height, B stands for the character height, C stands for the HMD height, and D stands for the character eye height. The value of A is calculated from the values of C, B, and D using a proportional formula. The basic eye height value D of the virtual character is divided from the height value (Localposition.y) C of the HMD worn by the user. Through this, the ratio difference between the HMD’s height value and the character’s eye height value is calculated. This ratio difference value is defined as the scale value (C/D). After that, the HeadEnd component is applied to the end of the character’s head. If measuring the HeadEnd LocalPosition.y, the character’s height B is measured. Then, by multiplying the scale value by the height value B of the character’s head, the actual user’s height value A can be obtained. If the size of the character is adjusted up to the defined height of A, the heights of the user and character are synchronized. There are two further issues to consider. First, it is necessary to adjust the character size to match the actual camera position of the HMD (user’s eye level) and character’s eye level. Second, after synchronization, the virtual camera should follow the position of the character’s eyes.



Unity’s basic unit is 1 m. The height of the basic character is 1.8 units, so when converted to m, it becomes 1.8 m. As shown in Figure 9, if the height of the user wearing the HMD is 1.7 m, the user’s gaze rises by as much as the gaze of the character (who is 1.8 m) by the retargeting process. Because a user with a height of 1.7 m corresponds to a first-person view of a 1.8 m character, there is a difference between the real and virtual movements. Therefore, actions such as grabbing an object in the virtual environment cannot be precisely performed.



After the retargeting process, the size of the character in VR should be converted to the same size as the real user. Figure 10 illustrates the task of adjusting the character to have the same height as the user’s body.



Experiments were performed with an Oculus Rift S Perception Neuron motion capture device. Eight participants experimented at the same location. The experiment first measured the actual height of the participant on the wall using a T-pose motion with an automatic extensometer. Second, the user wore motion capture equipment and went through a calibration process. Then, they put on the HMD. Next, they followed instructions to connect to the virtual system (connect to the photon server to connect to the network, and then connect through avatar selection and room selection). Subsequently, the character height was synchronized using the same T-pose as when measuring the height from the wall. The participants repeatedly performed the same motion for measurement ten times. After wearing the motion capture device, they faced the front of the measurement system and stayed in the T-pose posture for 3 s. Then, the height of the HMD was used to calculate the height of the user.



The experimental participants consisted of six males and two females in their 20s and 30s (six in their 20s and two in their 30s). All participants had VR experience but no experience with wearing motion capture equipment and HMD equipment simultaneously.



Table 3 shows the average error values obtained by subtracting the key value of the character as synchronized and changed when connecting 10 times in VR from the actual key. The average error of the experimenters was 0.465 cm. The experimenter with the largest difference showed a difference of 0.89 cm, whereas the experimenter with the smallest difference showed a difference of 0.15 cm. Using the proposed system, it can be confirmed that the error in the character’s body size was less than 1 cm on average when the user’s body scale was synchronized.




4.2. Multi Remote Collaboration System


Table 4 shows the experimental environment. Experiments were conducted in different buildings using different networks. Considering convenience of movement, all experiments were conducted with three laptops. To support a variety of models, HTC VIve Pro Eye, Oculus Rift S, and Oculus Quest 2 were used as VR devices. There was a risk of colliding with real objects during the experiment, so the surrounding environment was cleaned up and tested.



All three users wore VR HMD devices and accessed the proposed system. Before entering the room, it could be chosen if the motion capture device was connected or only the HMD was connected. All users selected an avatar and entered the desired room. As shown in Figure 11, a total of three environments were created for collaboration: factory, meeting room, and an exercise room. When users entered the system, they could meet users from other places connected at the same time. Users could communicate through Photon Voice and collaborate while listening to each other’s voices.



Using the following system, detailed training is possible because all body movements can be expressed in a virtual environment. In this experiment, remote collaboration was performed in an exercise room using three motion capture devices. Figure 12 shows the VR View of User1. Training of experts and beginners is also possible in this system. User 1 is an expert who has learned boxing for more than 3 years, and User 2 and User 3 are beginners who have never tried boxing. An expert at Use 1 teaches beginners the jab and straight punch. Using motion capture, we were able to train the wrist and the position of the foot movement.





5. Discussion


As mentioned above, a character-size matching experiment was conducted to improve the immersion of a VR remote collaboration system using motion capture. The experiment was conducted ten times by eight people each. When the error value was obtained by subtracting the key value of the synchronized character in VR from the actual height, an error value of 0.465 cm was obtained. By using the improved system, the error between the user’s height and virtual character’s key was reduced, thereby increasing the immersion. It was confirmed that the system could be run by three people remotely accessing the system. Our study had some limitations. First, owing to the nature of non-optical motion capture equipment, the longer the capture time, the lower the precision. As the inconvenience caused by wearing the motion capture device and VR HMD device simultaneously was not resolved, the low usefulness of long-term training needs to be addressed. Second, it is necessary to compensate for the possibility of network delays depending on the Internet situation during remote collaboration. If the network environment is improved by applying 5G in the future, it will be possible to work smoothly without network delays in remote collaboration situations. Third, we limited the number of trial participants owing to COVID-19.




6. Conclusions


Owing to the impact of COVID-19, the importance of non-face-to-face remote collaboration technologies is growing, and VR/AR immersive content-based immersive collaboration platforms are emerging in various companies. An immersive collaboration platform is more expressive than a 2D video remote platform and has the advantage of being able to accurately share a common goal. When using a full-body avatar to conduct realistic collaboration in a virtual environment, the sense of ownership of the body increases and immersion improves. However, as a result of examining 28 existing immersive collaboration platforms, it was noted that 22 did not use full-body characters. Five of the six platforms that used full-body avatars used the IK method. However, because the IK method processes the rest of the arm by computer calculations according to the movement of a controller, errors such as bent arms can occur. Whole-body character tracking using motion capture has the advantage of being able to deliver more information when performing remote collaboration than characters with only hands or the upper body. In this study, motion capture-based full-body avatars were used in a virtual environment and remote collaboration was attempted through simultaneous access by three or more people. A script activation method accepted motion capture data only for one character when three or more motion capture devices were connected remotely, and the error of the motion data overlapping with that of other characters was improved.



Future research will plan scenarios with collaborations, such as in telemedicine or sports rehabilitation, to further analyze motion capture data. In addition, we will attempt an approach using digital twin technology for transferring motion capture data to a robot such as a manipulator.
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Figure 1. Avatar type (virtual reality environment). 
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Figure 2. Three types of motion capture. 
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Figure 3. Motion capture-based multi-remote realistic collaboration system process. 
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Figure 4. Perception Neuron Studio (PNS)/Axis Studio connect. 
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Figure 5. Real-time motion capture in Unity. 
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Figure 6. Photon network synchronization. 






Figure 6. Photon network synchronization.



[image: Applsci 12 05862 g006]







[image: Applsci 12 05862 g007 550] 





Figure 7. Remote collaboration system demo. 
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Figure 8. How to synchronize character scale according to user body information. 
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Figure 9. Existing character size synchronization method. 
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Figure 10. Suggested character size synchronization method. 
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Figure 11. Multi-remote collaboration. 
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Figure 12. Multi-remote collaboration Test. 
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Table 1. Immersive collaboration platform analysis.
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Immersive Collaboration Platforms

	




	
Number

	
System

	
Cross-Platform

	
Avatar Type (VR Environment)

	
Custom Avatars

	
Maximum User in a Room




	
VR

	
AR

	
PC

	
Mobile

	
Head

	
Arm

	
Hand

	
Torso

	
Full-Body




	
IK

	
Motion

Capture






	
1

	
Softspace [23]

	
O

	

	

	

	
O

	

	
O

	

	

	

	

	
12




	
2

	
Dream [24]

	
O

	

	

	

	
O

	

	
O

	

	

	

	

	
6




	
3

	
Sketchbox [25]

	
O

	

	
O

	

	
O

	

	
O

	

	

	

	

	
16




	
4

	
VIZIBLE [26]

	
O

	

	
O

	

	
O

	

	
O

	

	

	

	

	
6




	
5

	
FrameVR [27]

	
O

	

	
O

	
O

	
O

	

	

	
O

	

	

	
O

	
100




	
6

	
Rumii [28]

	
O

	

	
O

	
O

	
O

	

	
O

	
O

	

	

	
O

	
40




	
7

	
AltspaceVR [29]

	
O

	

	
O

	

	
O

	

	
O

	
O

	

	

	
O

	
50




	
8

	
Glue [30]

	
O

	

	
O

	
O

	
O

	

	
O

	
O

	

	

	
O

	
10




	
9

	
Immersed [31]

	
O

	

	
O

	

	
O

	

	
O

	
O

	

	

	
O

	
12




	
10

	
meeting Room [32]

	
O

	

	
O

	
O

	
O

	

	
O

	
O

	

	

	
O

	
12




	
11

	
Foretell Reality [33]

	
O

	

	
O

	

	
O

	

	
O

	
O

	

	

	
O

	
50




	
12

	
WondaVR [34]

	
O

	

	
O

	
O

	
O

	

	
O

	
O

	

	

	
O

	
50




	
13

	
BigScreen [35]

	
O

	

	

	

	
O

	

	
O

	
O

	

	

	
O

	
12




	
14

	
VSPatial [36]

	
O

	

	

	

	
O

	

	
O

	
O

	

	

	
O

	
16




	
15

	
MozillaHubs [37]

	
O

	

	
O

	
O

	
O

	

	
O

	
O

	

	

	
O

	
25




	
16

	
RecRoom [38]

	
O

	

	
O

	
O

	
O

	

	
O

	
O

	

	

	
O

	
40




	
17

	
Mesh [39]

	
O

	
O

	
O

	
O

	
O

	

	
O

	
O

	

	

	
O

	
8




	
18

	
MeetingVR [40]

	
O

	
O

	
O

	

	
O

	

	
O

	
O

	

	

	
O

	
32




	
19

	
Horizon Workrooms [41]

	
O

	

	

	

	
O

	
O

	
O

	
O

	

	

	
O

	
16




	
20

	
Arthur [42]

	
O

	

	
O

	

	
O

	
O

	
O

	
O

	

	

	
O

	
70




	
21

	
The Wild [43]

	
O

	
O

	
O

	
O

	
O

	
O

	
O

	
O

	

	

	

	
8




	
22

	
Spatial [44]

	
O

	
O

	
O

	
O

	
O

	
O

	
O

	
O

	

	

	
O

	
50




	
23

	
VR Chat [45]

	
O

	

	
O

	

	

	

	

	

	
O

	

	
O

	
40




	
24

	
Neos VR [46]

	
O

	

	
O

	

	

	

	

	

	
O

	

	
O

	
20




	
25

	
ENGAGE [15]

	
O

	

	
O

	
O

	

	

	

	

	
O

	

	
O

	
70




	
26

	
Vive sync [16]

	
O

	

	
O

	
O

	

	

	

	

	
O

	

	
O

	
30




	
27

	
MOOTUP [17]

	
O

	
O

	
O

	
O

	

	

	

	

	
O

	

	
O

	
50




	
28

	
V-Armed [47]

	
O

	

	

	

	

	

	

	

	

	
O

	

	
10
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Table 2. Three types of motion capture.
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	Title
	Optical Marker-Based Method
	Markerless Measurement Method
	Inertial Measurement Unit





	Company
	OptiTrack, Motion Analysis

VICON, ART
	Microsoft—Kinect
	Xsens, Noitom, Nansense, Rokoko



	Capture method
	Optical camera

data
	Kinect camera

data
	IMU(Inertial Measurement Unit)

inertial sensors data



	Cost
	Very High cost
	Low cost
	High Cost



	Available places
	Indoor studio
	Indoor
	Indoor, Outdoor
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Table 3. Character size synchronization error value calculation [Unit: cm].
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Test Group

	
Real World Height

	
Virtual Character Average Height

	
Difference Value






	
subject 1

	
163

	
162.85

	
0.15




	
subject 2

	
163

	
162.12

	
0.88




	
subject 3

	
164.3

	
164.07

	
0.23




	
subject 4

	
164

	
163.11

	
0.89




	
subject 5

	
167.5

	
167.36

	
0.14




	
subject 6

	
173

	
172.87

	
0.13




	
subject 7

	
173.5

	
173.09

	
0.41




	
subject 8

	
180

	
179.11

	
0.89




	
Mean

	
0.465
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Table 4. Experiment environment.
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	PC 1
	PC 2
	PC 3





	CPU
	Intel® Core™ i9-10980HK CPU @ 2.40 GHz 3.10 GHz
	Intel® Core™ i7-10870H CPU @ 2.20 GHz 2.21 GHz
	Intel® Core™ i7-10870H CPU @ 2.20 GHz 2.21 GHz



	RAM
	32.0 GB
	16.0 GB
	16.0 GB



	GPU
	NVDIA GeForce GTX 2080 Super
	NVDIA GeForce RTX 3070
	NVDIA GeForce RTX 3070



	VR Device
	HTC Vive pro Eye
	Oculus Rift S
	Oculus Quest 2
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