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Table S1. ResNet-18’s architectural details [16] 

 

 

 

 

 

 

 

 

 

Table S2. AlexNet’s architectural details [20]  

 
 
 

Table S3. GoogleNet layers [22]  



 

 

 

Table S4. MobileNetV2 layers [26]  

 
 
 
 
 
 
 
 

 
 

Table S5. Comparison between the six DL models on Dataset 1 after pre-processing in terms of Ac-
curacy with a 95% Confidence Interval (CI) and Run-time in seconds 

Deep Learning Model Accuracy 
(± 95% CI) Run-time (sec) 

ResNet-18 48.65% (±6.93%) 649 
AlexNet 56.86% (±6.86%) 652 

GoogleNet 47.60% (±6.92%) 1,141 
VGG 16 50.67% (±6.93%) 4,759 

MobileNetV2 51.53% (±6.93%) 780 
DenseNet-201 46.11% (±6.91%) 4,479 

 
 

Table S6. Comparison between the six DL models on Dataset 2 in terms of Accuracy with a 95% 
Confidence Interval (CI) and Run-time in seconds 

 
 

Table S7. Comparison between the six DL models on Dataset 1 and Dataset 2 in terms of Accuracy with a 95% Confidence Interval 
(CI) and Run-time in seconds 

Deep Learning Model Accuracy 
(± 95% CI) Run-time (sec) 

ResNet-18 67.43% (±5.30%) 1,535 
AlexNet 77.80% (±4.70%) 1,040 

GoogleNet 63.08% (±5.46%) 1,986 
VGG-16 68.89% (±5.24%) 9,174 

MobileNetV2 68.42% (±5.26%) 1,663 
DenseNet-201 65.40% (±5.38%) 9,259 



 

 
 

 
Table S8. Comparison between the six DL models on Dataset 2 and Dataset 3 in terms of Accuracy with a 95% Confidence Interval 
(CI) and Run-time in seconds 

 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
  

Deep Learning Model 
Dataset 1 Dataset 2 

Accuracy 
(± 95% CI) 

Run-time (sec) Accuracy 
(± 95% CI) 

Run-time (sec) 

ResNet-18 48.65% (±6.93%) 649 67.43% (±5.30%) 1,535 

AlexNet 56.86% (±6.86%) 652 77.80% (±4.70%) 1,040 

GoogleNet 47.60% (±6.92%) 1,141 63.08% (±5.46%) 1,986 

VGG-16 50.67% (±6.93%) 4,759 68.89% (±5.24%) 9,174 

MobileNetV2 51.53% (±6.93%) 780 68.42% (±5.26%) 1,663 

DenseNet-201 46.11% (±6.91%) 4,479 65.40% (±5.38%) 9,259 

Deep Learning 
Model 

Dataset 2 Dataset 3 
Accuracy 

(± 95% CI) Run-time (sec) Accuracy 
(± 95% CI) Run-time (sec) 

ResNet-18 67.43% (±5.30%) 1,535 87.91% (±2.61%) 7,614 
AlexNet 77.80% (±4.70%) 1,040 89.60% (±2.44%) 2,562 

GoogleNet 63.08% (±5.46%) 1,986 83.47% (±2.97%) 14,874 
VGG-16 68.89% (±5.24%) 9,174 88.00% (±2.60%) 22,381 

MobileNetV2 68.42% (±5.26%) 1,663 84.47% (±2.90%) 10,120 
DenseNet-201 65.40% (±5.38%) 9,259 84.81% (±2.87%) 37,011 
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Figure S1. For SGDM optimizer (a) Training Accuracy on Batch size: 32, (b) Training Loss on Batch 
size: 32, (c) Training Accuracy on Batch size: 64, (d) Training Loss on Batch size: 64, (e) Training 
Accuracy on Batch size: 512, (f) Training Loss on Batch size: 512. 
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Figure S2. For Adam Optimizer (a) Training Accuracy on Batch size: 32, (b) Training 
Loss on Batch size: 32, (c) Training Accuracy on Batch size: 64, (d) Training Loss on Batch 
size: 64, (e) Training Accuracy on Batch size: 512, (f) Training Loss on Batch size: 512. 
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Figure S3. For RMSProp (a) Training Accuracy on Batch size: 32, (b) Training Loss on Batch size: 
32, (c) Training Accuracy on Batch size: 64, (d) Training Loss on Batch size: 64, (e) Training Accu-
racy on Batch size: 512, (f) Training Loss on Batch size: 512. 
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