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Abstract: The technological advancements in the field of medical science have led to an escalation in
the development of artificial intelligence (AI) applications, which are being extensively used in health
sciences. This scoping review aims to outline the application and performance of artificial intelligence
models used for diagnosing, treatment planning and predicting the prognosis of orthognathic surgery
(OGS). Data for this paper was searched through renowned electronic databases such as PubMed,
Google Scholar, Scopus, Web of science, Embase and Cochrane for articles related to the research
topic that have been published between January 2000 and February 2022. Eighteen articles that met
the eligibility criteria were critically analyzed based on QUADAS-2 guidelines and the certainty of
evidence of the included studies was assessed using the GRADE approach. AI has been applied
for predicting the post-operative facial profiles and facial symmetry, deciding on the need for OGS,
predicting perioperative blood loss, planning OGS, segmentation of maxillofacial structures for OGS,
and differential diagnosis of OGS. AI models have proven to be efficient and have outperformed the
conventional methods. These models are reported to be reliable and reproducible, hence they can
be very useful for less experienced practitioners in clinical decision making and in achieving better
clinical outcomes.

Keywords: artificial intelligence; machine learning; deep learning; artificial neural network conventional
neural network; orthognathic surgery; maxilla facial surgery; performance; applications

1. Introduction

Facial appearance and attractiveness can influence how an individual’s esthetic ap-
pearance is evaluated and perceived. The social well-being of an individual is negatively
affected by the presence of facial deformities and dentofacial irregularities, which can result
in the devaluation of the individual’s own facial esthetics. Hence, orofacial appearance is
considered a critical dimension, contributing to the individuals’ oral health related quality
of life [1].

Facial symmetry and facial profile, among a variety of other factors, have been found
to impact the facial appearance of an individual [2,3]. It can present as a reflection of under-
lying skeletal deformities that may require correction to attain an ideal dental occlusion and
ultimately enhance the esthetic appearance. This often cannot be achieved solely through
orthodontic treatment and may require orthognathic surgery (OGS) [4].

OGS is mainly performed to rectify the underlying deformities related to the jaws,
with an ultimate therapeutic goal to improve functions and enhance facial esthetics. It is
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a complex irreversible procedure that has a permanent effect on the patient. Therefore,
making the correct decisions related to case diagnosis, surgical indications, the need for pre-
operative extractions, and accurately predicting the potential facial morphology, symmetry,
and attractiveness is crucial. Traditionally, planning for OGS has been primarily dependent
on the clinical expertise and experience of the orthodontist and oral and maxillofacial
surgeon involved. In that approach, clinical decision making is achieved through clinical
assessment, and the utilization of several diagnostic aids such as cephalometric analysis
and study models, which sometimes may not suffice [5]. The direction and method of
OGS is also determined through identification of a surgical treatment objective and visual
treatment objective.

For a successful OGS, a precise preoperative planning is of utmost importance. The
conventional two-dimensional (2D) surgical planning of OGS comprises of radiographs
and manual model surgery, which has certain limitations when it comes to cases with
severe facial asymmetry. When these 2D plans are executed, there are chances of bony
collision in the ramus area, discrepancy in the pitch roll and yaw rotation and difference in
the midline [6,7]. Advancements in the three-dimensional (3D) imaging has led to the devel-
opment of computer aided surgical simulation using Cone Beam Computed Tomography
(CBCT) images. Computer-aided surgical simulation has been adopted for planning OGS,
and is used to facilitate cephalometric analysis, splint fabrication and surgery simulation.
3D imaging has significantly enhanced the visualization of the skeletal complexities of
dentofacial deformities in terms of yaw rotations, occlusal plane canting and differential
length of the body/ramus of the mandible [6,8]. Furthermore, 3D printing is another
technical advancement which is clinically applied for creating 3D models from digital
images for planning OGS. This includes occlusal splints, osteotomy guides, repositioning
guides, spacers, models, and fixing plates [9]. Virtual surgical planning for OGS provides
the surgeon with a clear 3D visualization of the anatomical structures for developing the
surgical plan and has resulted in significant improvements in treatment outcomes [9,10].

The technological advancements in the field of medical science have led to an escalation
in the development of artificial intelligence (AI) applications, which are being extensively
used in health sciences. The development of AI applications intended to assist health
professionals in providing quality health care and achieving higher accuracy in clinical
decision making [11–14]. AI-based applications used in medical sciences are designed
using algorithms that can learn from the data during the process of training, and later make
predictions from unseen data in the process of testing [15,16]. Machine Learning (ML) is a
subfield of AI which has been widely applied for computer-aided diagnostic support, where
algorithms are applied into machines, which will facilitate their learning from data and
enable them to later make predictions and resolve issues without human intervention [17].
The most recent advancement in AI is the development of deep learning, a branch of AI that
is inspired by the neural network of the human brain. AI synthesizes useful and applicable
knowledge from large amounts of given data that is processed through artificial neural
networks [18].

Deep learning has been gaining considerable attention and popularity within the field
of Dentistry, where it has been successfully utilized and has demonstrated a high level of
accuracy and precision in the detection, diagnosis, assessment of the need for treatment,
and prediction of disease prognosis in the oral and maxillofacial region [15,16,19–22].

Hence, this scoping review aims to outline the performance of artificial intelligence
models used for diagnosing, treatment planning and predicting the prognosis of OGS.

2. Materials and Methods
2.1. Search Strategy

This scoping review conforms to the guidelines set for Preferred Reporting Items for
Systematic Reviews and Meta-Analysis for Diagnostic Test Accuracy (PRISMA-DTA) [23].
Literature search was carried out in renowned electronic databases (PubMed, Google
scholar, Scopus, Web of science, Embase, Cochrane, Saudi Digital Library) to identify
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articles that have been published between 1 January 2000 and 28 February 2022 related
to the research topic. Medical Subject Headings (MeSH) such as artificial intelligence,
deep learning, machine learning, automated learning, orthognathic surgeries, maxillofacial
surgeries, plastic surgeries, prediction, diagnosis, and prognosis were used to search for
articles on the electronic search engines. A combination of these MeSH were developed
using Boolean operators such as and/or, which were further used for advanced search,
using English as a language filter (see supplementary material Table S1).

In addition to the electronic searching process, a manual search was also performed
in which the reference list of the initially selected articles were screened and searched at
the college library. The articles were searched based on the (problem/patient/population,
intervention/indicator, comparison, and outcome) PICO elements (Table 1).

Table 1. Description of the PICO (P = Population, I = Intervention, C = Comparison, O = Outcome)
elements.

Research question What are the AI applications designed for OGS, and its performance in diagnosis, planning and
prediction of the prognosis of OGS

Population Patients who underwent investigations for OGS (Maxillary Osteotomy, Mandibular Osteotomy,
Bilateral Sagittal Split Osteotomy (BSSO), Genioplasty, Le Fort 1 Osteotomy)

Intervention AI applications for diagnosis, treatment planning and prediction of the prognosis of OGS

Comparison Specialist opinions, Reference standards

Outcome

Measurable or predictive outcomes such as Accuracy, Sensitivity, Specificity,
ROC = Receiver Operating Characteristic curve, AUC = Area Under the Curve,

ICC = Intraclass Correlation Coefficient, Statistical Significance, F1 Scores, vDSC: Volumetric
Dice Similarity Coefficient, sDSC: Surface Dice Similarity Coefficient

2.2. Study Selection

The process of article selecting was executed in two phases. In the first phase, the se-
lection was based on the relevance of the article title and the abstract to the search objective.
Article search in this phase was carried out by 2 authors (S.B.K & F.A) independently and
generated 328 articles. After screening these for duplication, 126 articles were excluded.
The remaining 202 articles were evaluated using the eligibility criteria set for inclusion.

2.3. Eligibility Criteria

The articles included were: (a) original research articles based on AI applications;
(b) articles that clearly indicated the type of data sets used for training/validating and for
testing the AI model; (c) articles that clearly utilized quantifiable outcome measures of
performance. There was no limit for the type of study design for inclusion.

The articles excluded were: (a) articles with only abstracts; (b) unpublished data
such as conference papers and thesis projects uploaded online; (c) review articles, letter to
editors, commentaries; (d) articles in Non-English languages.

2.4. Data Extraction

The articles were checked for eligibility based on the set criteria, following this, the
number of articles included for further analysis decreased to 19. In the second phase, the
journal names and author details were concealed and then distributed between the two
authors (M.A & L.A) who were not involved in the initial search. To check the degree of
consistency between these two authors, inter-rater reliability was assessed on a sample
of articles before the allotment of the finalized articles. Cohen’s kappa showed an 88%
agreement between the 2 authors. At this phase, the authors critically assessed the articles
based on Quality Assessment and Diagnostic Accuracy Tool (QUADAS-2) guidelines [24].
This tool is used for quality of studies reporting on diagnostic tools, conducted based
on four domains (patient selection, index test, reference standard, and flow and timing)
which are assessed in terms of risk of bias and applicability concerns. Following this, the
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authors further disagreed regarding the inclusion of one article, which had not clearly
mentioned quantifiable outcome measures of performance. An opinion was obtained from
M.G and then the article was excluded. Finally, 18 articles were subjected to qualitative
synthesis (Figure 1).
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Figure 1. Flow chart for screening and selection of articles.

3. Results

Eighteen articles were finalized and assessed for quantitative data. The research trend
shows that most of the research on application of AI on OGS was conducted within the last
two years and the trend shows a gradual increase in this area of research.

3.1. Qualitative Synthesis of the Included Studies

AI has been applied for predicting the post-operative facial profiles and facial symme-
try (n = 8) [25–32], deciding on the need for OGS (n = 5) [33–37], predicting blood loss prior
to OGS (n = 1) [38], planning OGS (n = 2) [39,40], segmentation of maxillofacial structures
for OGS (n = 1) [41], and differential diagnosis of OGS (n = 1) [42]. The data from selected
articles were retrieved and entered into the data sheet (Table 2).
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Table 2. Details of the studies that have used AI-based models in the diagnosis, treatment planning and prognosis of OGS.

Serial
No. Authors

Year of
Publica-

tion

Study
Design

Algorithm
Architec-

ture

Objective of
the Study

No. of Pa-
tients/Images/
Photographs
for Testing

Study
Factor Modality Comparison

if any

Evaluation Accuracy
/Average

Accuracy/Statistical
Significance

Results
(+)Effective,

(−)Non
Effective (N)

Neutral

Outcomes Authors Sugges-
tions/Conclusions

1 C.H Lu
et al. [25] 2009 Retrospective

Cohort study ANNs

To evaluate
post-OGS image
prediction using

the AI model

30 subjects Landmarks
Lateral

Cephalogram
Facial images

Compared
with actual
profile post-

surgery

Most of the prediction
errors were <1 mm (+)Effective

ANNs are
able to

predict the
post-surgical
facial profile

The model might
be more reliable
and accurate in
predictions if

more variables are
considered

2 H. H Lin
et al. [26] 2018 Case Control

study CNNs

To assess the
degree of facial
asymmetry in

patients who had
undergone OGS

100 subjects Landmarks 3D facial
images Specialist

78.85% accuracy on
held-out test patterns

facial symmetry degree
assessment within 1
degree was 98.63%

Assessment of
pre-surgery and
post-surgery: the
predications were

statistically significant
p < 0.05

(+)Effective

This model is
an efficient

decision
making tool

This automated
model can be

useful in clinics
for assessing the

pre and
post-operative

facial symmetry

3 R. Patcas
et al. [27] 2019 Case Control

study CNNs

AI model for
assessing the

impact of OGS on
facial

attractiveness and
estimating the age

146 subjects
(2164

photographs)
Landmarks Facial

photographs

Compared
with actual
profile post-

surgery

66.4% patients
appearance improved

post-surgery which
was in comparison

with the actual
improvement

post-surgery 74.7%

(+)Effective

This model is
efficient in

scoring face
attractiveness
and apparent

age

This model
outperformed

past approaches
and can be

considered for
clinical

application.

4 H-Il Choi
et al. [33] 2019 Case Control

study ANNs

Decision making
on surgery/non
surgery, type of

surgery and
assessing the need

for extractions

316 subjects
(204 for
training
112 for
testing)

Landmarks Lateral
Cephalogram

1 Orthodontic
specialist

ICC were ranging
between 0.97–0.99.

Accuracy of 96% for
surgery/non-surgery

decision making
91% for diagnosing
type of surgery and
decision making in

extractions

(+)Effective

ANN model
demonstrated

excellent
reliability

This model could
be applied in the
diagnosis of OGS

5
P. G. M.
Knoops

et al. [34]
2019 Retrospective

Cohort study CNNs

Automated model
for diagnosing

and clinical
decision making

of OGS

Trained with
4261 3D

Facial images
Tested with
151 subjects

(273 3D Facial
images)

Landmarks Data sets
3D face scans

Not
mentioned

95.5% sensitivity, 95.2%
specificity, mean

accuracy of
1.1 ± 0.3 mm

(+)Effective

Efficient in
diagnosing,

risk
stratification,

treatment
simulation.

The model is
efficient in clinical
decision making
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Table 2. Cont.

Serial
No. Authors

Year of
Publica-

tion

Study
Design

Algorithm
Architec-

ture

Objective of
the Study

No. of Pa-
tients/Images/
Photographs
for Testing

Study
Factor Modality Comparison

if any

Evaluation Accuracy
/Average

Accuracy/Statistical
Significance

Results
(+)Effective,

(−)Non
Effective (N)

Neutral

Outcomes Authors Sugges-
tions/Conclusions

6 R.Stehrer
et al. [38] 2019 Case Control

study CNNs

To predict
perioperative

blood loss prior
to OGS

950 subjects
80% for
training
20% for
testing

Correlation
between

actual and
predicted
periopera-

tive
blood loss

Data sets
Data on

actual blood
loss

Statistical significance
(p < 0.001). (+)Effective

Efficient in
predicting

perioperative
blood loss

This model is
helpful in

predicting blood
loss prior to OGS

7 S.H.Jeong
et al. [28] 2020 Interventional

Cohort study CNNs

To determine the
ability of the CNN

model in
predicting soft
tissue profiles
requiring OGS

822 subjects
411 requiring

OGS
411 not

requiring
OGS

Landmarks
Facial

photographs

2
orthodontist,

3
maxillofacial

surgeons,
1

maxillofacial
radiologist.

Accuracy = 0.893,
Precision =0.912,

recall = 0.867, and
F1 score = 0.889

(+)Effective

Efficient in
predicting
soft tissue

profiles
requiring

orthognathic
surgery

This model can
judge soft tissue

profiles requiring
OGS using facial

photographs

8 K.S. Lee
et al. [42] 2020 Cohort study DCNNs

To evaluate the
DCNN-based

model designed
for differential

diagnosis of OGS

220 cases for
training and

73 for
validation

Landmarks Lateral
Cephalogram

Four different
models

Modified-
Alexnet,

MobileNet,
and Resnet50

were used

Modified-Alexnet,
MobileNet, and

Resnet50
demonstrated AUC

0.969, 0.908 0.923.
Accuracy 0.919, 0.838,

0.838.
Sensitivity 0.852, 0.761,

0.750.
Specificity 0.973, 0.931,

0.944 ‘respectively’

(+)Effective

Modified-
Alexnet

demonstrated
the highest

level of
performance

These models can
be successfully

applied for
differential

diagnosis of OGS

9 C.Tanikawa
et al. [29] 2020 Case Control

study ANNs

AI model for
predicting the

facial morphology
after OGS and

orthodontic
treatment

137 subjects
(72 OGS and

65
orthodontic
treatment)

Landmarks

Lateral
cephalogram
and 3-D facial

images

2 AI models
(System S) for

OGS and
(System E) for

orthodontic
treatment

Success rates, when
system error of <1 mm,
were 54% and 98%and

for system error of
<2 mm success rates
were 100% for both

(+)Effective

Success rate
for the

models was
100% when
system error

was set of
<2 mm

These models are
clinically

acceptable for
predicting facial

morphology

10 D. Xiao
et al. [39] 2021 Case Control

study CNNs AI model for OGS
planning

CT scans of
47 normal

subjects for
training, 24
CT scans for

testing

Landmarks
CT Scans

Clinical data
sets

Landmark-
based sparse
representa-

tion

AI model was
significantly more

accurate (p < 0.05) than
LSR

(+)Effective

The model
demonstrated

significant
performance

improve-
ments

This AI -based
model

generates accurate
shape models that

meet clinical
standards
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Table 2. Cont.

Serial
No. Authors

Year of
Publica-

tion

Study
Design

Algorithm
Architec-

ture

Objective of
the Study

No. of Pa-
tients/Images/
Photographs
for Testing

Study
Factor Modality Comparison

if any

Evaluation Accuracy
/Average

Accuracy/Statistical
Significance

Results
(+)Effective,

(−)Non
Effective (N)

Neutral

Outcomes Authors Sugges-
tions/Conclusions

11 D. Xiao
et al. [40] 2021 Cohort study CNNs

AI model DefNet
for estimating

patient-specific
reference models

for planning OGS.

CT scans of
47 subjects Landmarks

CT Scans
Clinical data

sets

Sparse repre-
sentation
method

Vertex distance (VD),
edge-length distance

(ED), were
significantly smaller
than the SR method

(p < 0.05).

(+)Effective

The model
demonstrated
comparable
performance

for the
synthetic
data and

better
performance
for the real

data.

This projected
model

outperforms an
existing sparse
representation

method

12 G. Lin et al.
[35] 2021 Cohort study CNNs

AI model for
determining the
need for OGS in
Unilateral Cleft
Lip and Palate

patients

56 subjects Landmarks Lateral
Cephalogram

Boruta
method

Accuracy of 87.4%.
F1-score of 0.714,

Sensitivity 97.83%,
Specificity 90.00%

(+)Effective

The XGBoost
algorithm

demon-
stracted high
accuracy in
prediction

This model can be
applied for

predicting the
need for OGS in

correcting the
sagittal

discrepancies

13 H.H.Lin
et al. [30] 2021 Case Control

study CNNs

AI model for
assessing facial

symmetry before
and after OGS

71 subjects Landmarks CBCT images

4
orthodontists
and 4 plastic
surgeons and

also with
previously
reported
models
VGG16,
VGG19,

ResNet50,
and Xception

Accuracy of 90%. (+)Effective

Xception
model and

the constant
data

amplification
approach

achieved the
highest

accuracy

This model
successfully

demonstrated
prediction of facial
asymmetry before
and after surgery

14 L.J. Lo
et al. [31] 2021 Retrospective

Cohort study CNNs

AI model for
assessing facial

soft tissue
symmetry before

and after OGS

158 subjects Landmarks 3-D facial
photographs

Pre and post-
operative

Mean score significant
improvements from

2.74 to 3.52
(+)Effective

The model
demonstrated

results that
can aid

clinicians in
assessing

facial
symmetry

This model can be
integrated as a 3D

surgical
simulation model

for effective
treatment
planning
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Table 2. Cont.

Serial
No. Authors

Year of
Publica-

tion

Study
Design

Algorithm
Architec-

ture

Objective of
the Study

No. of Pa-
tients/Images/
Photographs
for Testing

Study
Factor Modality Comparison

if any

Evaluation Accuracy
/Average

Accuracy/Statistical
Significance

Results
(+)Effective,

(−)Non
Effective (N)

Neutral

Outcomes Authors Sugges-
tions/Conclusions

15 R.Horst
et al. [32] 2021 Case Control

study CNNs

AI model to
predict the virtual
soft tissue profile
after mandibular

advancement
surgery

133 subjects
(119 for

training, 14
for testing)

Landmarks

3D
photographs

and CBCT
images

Mass Tensor
Model
(MTM)

Mean absolute Error
was 1.0 ± 0.6 mm and

was lower that of
MTM, which was

statistically significant
(p = 0.02),

(+)Effective

This model
demonstrated

higher
accuracy

compared to
MTM.

This model can
successfully

predict 3D soft
tissue profiles

following
mandibular

advancement
surgery.

16 W.S.Shin
et al. [36] 2021 Cohort study CNNs

AI model to
predict the need
for OGS using
cephalogram.

413 subjects Landmarks Cephalogram

2
orthodontists,

3
maxillofacial
surgeons, 1

maxillofacial
radiologist.

Accuracy of 0.954,
sensitivity of 0.844,

and specificity of 0.993
(+)Effective

This model
demonstrated

higher
accuracy in

predicting the
need for OGS

This model will
assist specialists

as well as general
dentists in

decision making

17 Y.H Kim
et al. [37] 2021 Case Control

study CNNs

AI model to
diagnose cases

requiring
orthodontic

surgery using 4
models ResNet-18,

34, 50, and 101

960 subjects
(810 for

training, 150
for testing)

Landmarks Cephalogram ResNet-18, 34,
50, and 101

Success rate
ResNet-18 = 93.80%,
ResNet-34 = 93.60%,
ResNet-50 = 91.13%,
and ResNet -101 was

91.33%
AUC for

ResNet-18 = 0.979,
ResNet-34 = 0.974,

ResNet-50 = 0.945, and
ResNet -101 = 0.944

(+)Effective

ResNet-18
and 34

demonstrated
high

prediction
performance
accuracy in
comparison

with the
ResNet-50 or
101 models

These models
demonstrated

good accuracies in
predicting the
need for 0GS

18 G. Dot
et. al. [41] 2022 Cohort study CNNs

To evaluate the
performance of
deep learning

model for
multi-task

segmentation of
cranio-

maxillofacial
structures for OGS

CT scans of
453 subjects

(300 for
training, 153
for testing)

Landmarks CT Scans

Ground truth
segmenta-

tions
generated by
2 operators

Mean total vDSC and
sDSC were

92.24 ± 6.19 and
98.03 ± 2.48

‘respectively’

(+)Effective

The AI model
demonstrated

adequate
reliability

This model
can be

be trained easily
using more data

sets for better
performance

ANNs = Artificial Neural Networks, CNNs = Convolutional Neural Networks, DCNNs = Deep Neural Networks, c-index- concordance index, CT—scans Computed Tomography,
CBCT—Cone-Beam Computed Tomography.
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With this data, performing meta-analysis was not possible because of the hetero-
geneity in the studies in terms of software and data sets that have been used for assessing
the performance of AI models. Therefore, the descriptive data is presented based on the
application of AI models for which it has been designed.

3.2. Study Characteristics

Study characteristics of the articles included in this scoping review underwent qual-
itative synthesis (details of authors, publication year, study design, type of algorithm
architecture, study objective, number of patients/images/photographs for validating and
testing, study factor, study modality, comparisons, evaluation accuracy/average accu-
racy/statistical significance, outcomes and conclusions).

3.3. Outcome Measures

The outcome was measured in terms of task performance efficiency. The outcome
measures were reported in terms of Accuracy, Specificity, Sensitivity, Area Under the Curve
(AUC), Intraclass Correlation Coefficient (ICC), Receiver Operating Characteristic Curve
(ROC), Statistical Significance and F1 Scores.

3.4. Risk of Bias Assessment and Applicability Concerns

The quality assessment for the 18 articles included in this study was performed
using the guidelines of QUADAS-2 [24]. This tool was originally produced in 2003 by a
collaboration between the Centre for Reviews and Dissemination, University of York, and
the Academic Medical Centre at the University of Amsterdam. Modified versions have been
adopted by Cochrane Collaboration, NICE and AHRQ. The current version is widely used
in systematic reviews to evaluate the risk of bias and applicability of primary diagnostic
accuracy studies. QUADAS-2 consists of four key domains: (patient selection; index test;
reference standard; flow and timing). The current assessment of risk and applicability based
on QUADAS-2 shows that the majority of studies have low risk while a very small number
of studies show high risk of bias (see supplementary material Table S2 and Figure 2).
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3.5. Assessment of Strength of Evidence

The certainty of the evidence of the included studies in this scoping review was
assessed using Grading of Recommendations Assessment, Development and Evaluation
(GRADE) approach. The certainty of evidence is rated based on five domains: risk of bias,
inconsistency, indirectness, imprecision, or publication bias and are ultimately categorized
as either very low, low, moderate, or high certainty of evidence [43] (Table 3).
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Table 3. Assessment of Strength of Evidence.

Outcome Inconsistency Indirectness Imprecision Risk of Bias Strength of
Evidence

Application of AI diagnosis and determining the need of OGS [33–37] Not Present Not Present Not Present Not Present ⊕⊕⊕⊕
Application of AI in differential diagnosis of OGS [42]. Not Present Not Present Not Present Not Present ⊕⊕⊕⊕

Application of AI for predicting the post-operative facial profiles and
facial symmetry [25–32]. Not Present Not Present Not Present Not Present ⊕⊕⊕⊕

Application of AI for planning OGS [39,40]. Not Present Not Present Not Present Present ⊕⊕⊕#
Application of segmentation of maxillofacial structures for OGS [41]. Not Present Not Present Not Present Not Present ⊕⊕⊕⊕

Application of AI for predicting blood loss prior to OGS [38]. Not Present Not Present Not Present Present ⊕⊕⊕#

⊕⊕⊕⊕ High Evidence; ⊕⊕⊕# Moderate Evidence.

4. Discussion

Facial appearance has a significant effect on an individual’s personality and social life.
Morphological deformities related to the craniofacial region has a negative impact on social
and mental well-being of an individual in the community. From the patients’ perspective,
improving the morphology and enhancing the facial esthetics is the ultimate therapeutic
goal. However, from the orthodontist point of view, planning the appropriate treatment for
correcting deformities, improving oral functions, and eventually improving the esthetic
appearance is a complex task to achieve.

To accomplish that, accurate diagnosis and comprehensive treatment planning through
sound clinical decision making is critical. It involves predicting the changes that may occur
post orthodontic treatment, deciding on the need for tooth extraction with or without OGS.
The entire process is based on the clinical experience of the clinician and the availabil-
ity of diagnostics tools that aid and supplement the decision-making process, planning
and execution.

In the current era, where there is an enormous advancement in the field of science
and technology, the cutting-edge application of AI in various fields of medical sciences has
made a major impact. In dentistry, AI has been widely applied in diagnosis of oral diseases
and detecting pathologies related to the orofacial region. AI has demonstrated excellent
performance in diagnosis of dental caries [12,44–46], diagnosing pathologies related to the
orofacial structures such as maxillary sinusitis [47], Sjogren’s syndrome [48], predicting
lymph node metastasis [49], and osteoporosis [50,51]. Studies have also demonstrated the
utilization and reported on the performance of AI in determining the need for orthodontic
treatment [52,53], determining the working length and vertical root fracture in endodontic
treatment [54,55], determining the degree of periodontal bone loss [56] and in the diagnosis
of oral cancer [57]. There is a need for standardized criteria for clinical decision making in
OGS. Currently, AI models have been developed for and applied to deciding on the need
for OGS, diagnosis, treatment planning and predicting the prognosis of OGS.

4.1. Application of AI in Diagnosis and Determining the Need of OGS

OGS is considered when the occlusion that can potentially be achieved with orthodon-
tic treatment alone is inadequate, rendering it impossible to resolve the patients’ chief
complaint with a less invasive procedure. To achieve the best treatment outcomes, precise
diagnosis and sound decision making is very important. Various studies have described the
application of AI in the diagnosis of OGS. Choi et al. reported on applying machine learning
model for determining the need for OGS using landmarks on cephalometric radiographs.
This AI-based model demonstrated excellent results with 96% success rate in diagnosing
cases that require surgical and non-surgical treatment and 91% accuracy in deciding on
the type of surgery and the need for extraction. The limitation of this study was that the
authors had excluded cases with skeletal asymmetry [33]. Another study conducted by
Knoops et al. reported on using machine leaning model for automated diagnosis of cases
requiring OGS using 3D images. This model demonstrated outstanding results with 95.5%
sensitivity and 95.2% specificity in diagnosing OGS and mean accuracy of 1.1 ± 0.3 mm in
simulating the surgical outcomes. However, the training of this model was limited with
a small number of data sets, and it had also included volunteers indicated for mild OGS
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for validation. Performance of this model can be enhanced by integrating shape data and
electronic medical records [34]. Kim et al. in his study reported of 4 AI-based models
ResNet-18, 34, 50 and 101 with different depths of neural networks in diagnosis of OGS.
The average success rate of these AI-based models was 93.80%, 93.60%, 91.13%, and 91.33%,
respectively. ResNet-18 outperformed among the four models with AUC of 0.979. These
findings confirm that the linear structure demonstrated better performance in comparison
with bottleneck structure. It also confirms that for using the linear structure effectively
the neural networks should not be too deep. However, in this study the data was lacking
multicenter representation, as it was obtained from one single center [37].

In their study, Lin et al. reported on using a machine learning model to predict the
need for OGS in patients who were treated for unilateral cleft lip and palate using lateral
cephalogram variables. This AI model demonstrated an accuracy of 87.4% in predicting the
need for OGS. In order to avoid selection bias, the authors included patients from a single
ethnicity, cephalometric data from a younger age group of 6.3 years, patients requiring the
same treatment protocol and examinations carried out by one orthodontist. A limitation of
this study was the small number of sample size from one center [35]. Shin et al. in his study
reported using deep learning model for predicting the need for OGS using cephalogram.
This AI model demonstrated excellent performance, with an accuracy of 0.954, sensitivity
of 0.844, and specificity of 0.993 in determining the need for OGS. This model utilized
the data from both posterior-anterior and lateral cephalogram to achieve better accuracy.
However, the limitation of this study was the data, which was obtained from a limited
number of patients and from one particular hospital [36].

4.2. Application of AI in Predicting Facial Symmetry following OGS

OGS is considered with a therapeutic goal to achieve functional and esthetic correc-
tions. Evaluation of facial asymmetry is very crucial in planning and executing OGS. A
study conducted by Lin et al. assessed the degree of facial asymmetry in patients before and
after OGS using a Deep Convolutional Neural Network (DCNN) based model. This model
demonstrated an accuracy of 78.85% in held-out patterns and facial symmetry degree
assessment within 1 degree was 98.63%. Comparison was made for assessing the difference
between pre- and post-surgery facial symmetry using this model. The mean pre-operative
facial symmetry degree was higher than postoperative with a significant improvement
(p < 0.02). The limitation of this study was that the model was built using a small sample
number and the validation was confined to data obtained from one particular center [26].
In their study, Tanikawa et al. reported on using an AI-based model for predicting the
facial morphology post OGS using 3D facial images. The study reported an average system
error of 0.94 mm. The success rates when the success was defined by a system error of
<1 mm was 54% and for <2 mm it was 100%. However, the limitation of this study was that
the data used for developing this model was obtained from only two hospitals, so more
studies need to be conducted using data from other hospitals to know the performance of
this model [29]. Lin et al. reported on a Convolutional Neural Networks (CNNs)-based
AI model for assessing the facial symmetry before and after OGS using CBCT images.
The model demonstrated an excellent performance, with accuracy of 90% in assessing
facial symmetry. Although the model demonstrated excellent performance, the authors
suggested that there is a need for large number of data sets in order to enhance the accuracy
of the AI model [30]. In their study, Lo et al. reported on applying a CNNs-based AI
model for predicting the facial symmetry before and after OGS using 3D facial images. This
model was efficient in evaluating the facial symmetry. However, there were dissimilarities
between the patient’s subjective view and the ML score since the assessment score represent
general results [31]. A similar study conducted by Horst et al. reported on applying a deep
learning model for predicting soft tissue profile for planning OGS using CBCT data. This
model was efficient in predicting the 3D soft tissue profile. However, this model tended to
under predict the displacements in asymmetrical cases and in cases with cranial/caudal
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displacements. Another limitation was the smaller number of samples used for training
the model [32].

4.3. Application of AI for Planning OGS

OGS are mainly considered with an intent to correct the deformed facial structures
involving the jaw bones and to restore them to symmetry and sagittal balance with es-
thetic corrections. A well-designed treatment plan is the key for a successful OGS. The
conventional way of treatment planning is mainly dependent on the surgeons’ experi-
ence supplemented by the cephalometric analysis and study models [5]. Currently, deep
learning-based automated model have been applied for OGS planning [39,40]. Xiao et al.
has reported using a deep learning-based model to estimate the normal 3D bone shape
models in patients with facial deformities requiring orthognathic corrections. The authors
compared this model with the existing sparse representation method [58]. The deep learn-
ing model demonstrated superior estimation performance in comparison with the sparse
representation method [39,40]. However, in the training process due to the lack of ground
truth reference bones, this model was trained on simulated pairs of deformed-normal
bones which are unlikely to cover all possible types of deformities. Hence, this model
may demonstrate suboptimal performance when applied on real data with orthognathic
deformities [39].

4.4. Application of AI for Predicting Blood Loss Prior to OGS

Similarly to other complex and invasive procedures, OGS is likely to have associated
complications such as excessive blood loss [59]. Predicting these expected complications
ahead of their occurrence can be beneficial in their management. Several studies have
reported on the factors that can be analyzed for predicting and anticipating the blood loss
in patients undergoing OGS [60–62]. A report by Stehrer et al. demonstrated the applica-
tion of AI model in predicting perioperative blood loss in OGS. AI based Random Forest
algorithm assessed (Bimaxillary surgery, Preoperative hematocrit, Preoperative hemoglobin,
Preoperative, erythrocytes, Surgical time, Blood volume, Bilateral Sagittal Split Osteotomy
(BSSO), Sex, BMI, BSSO with genioplasty, Age, Le Fort 1 Osteotomy) for predicting the peri-
operative blood loss. This ML-based AI model showed statistically significant correlation
between the actual and predicted perioperative blood loss. (p < 0.001). Although this model
demonstrated good performance on the data obtained from one particular clinic, the authors
mention that the model may not perform precisely on data sets obtained from other clinics
or another patient population [39].

5. Conclusions

OGS, which are mainly planned for correcting the skeletal and facial asymmetry, facial
profile and deformities, requires a vast clinical experience. The application of AI models
in OGS are mostly based on machine learning and deep learning architecture. These
models learn the deep features for image recognition after being trained by data sets. Most
of the models used in OGS have reported of using 3-D facial Images and CBCT which
require limited radiation exposure. These models have proven to be efficient and have
outperformed in comparison with the conventional methods. These models are reported
to be reliable and reproducible, hence can be very useful as an aid for less experienced
practitioners in clinical decision making and in achieving better clinical outcomes. In
addition to this, the application of AI technology in dentistry has been found to be a cost-
effective approach since these models have demonstrated higher accuracy in comparison
with experienced specialists. Early diagnosis and prediction of the need for OGS using
AI applications can be of great use for clinicians in planning the time and duration of the
treatment. However, most of the studies state that in order to enhance the performance
of the AI-based models, there is a need for additional training of these models on large
number of data sets obtained from multiple centers and different populations.
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