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Abstract: The remarkable results of applying machine learning algorithms to complex tasks are
well known. They open wide opportunities in natural language processing, image recognition, and
predictive analysis. However, their use in low-power intelligent systems is restricted because of high
computational complexity and memory requirements. This group includes a wide variety of devices,
from smartphones and Internet of Things (IoT)smart sensors to unmanned aerial vehicles (UAVs),
self-driving cars, and nodes of Edge Computing systems. All of these devices have severe limitations
to their weight and power consumption. To apply neural networks in these systems efficiently, spe-
cialized hardware accelerators are used. However, hardware implementation of some neural network
operations is a challenging task. Sigmoid activation is popular in the classification problem and is a
notable example of such a complex operation because it uses division and exponentiation. The paper
proposes efficient implementations of this activation for dynamically reconfigurable accelerators.
Reconfigurable computing environments (RCE) allow achieving reconfigurability of accelerators.
The paper shows the advantages of applying such accelerators in low-power systems, proposes the
centralized and distributed hardware implementations of the sigmoid, presents comparisons with
the results of other studies, and describes application of the proposed approaches to other activation
functions. Timing simulations of the developed Verilog modules show low delay (14–18.5 ns) with
acceptable accuracy (average absolute error is 4× 10−3).

Keywords: deep neural networks; hardware accelerators; low-power systems; homogeneous structures;
reconfigurable environments; parallel processing

1. Introduction

At present, artificial neural networks (NN) are actively used in various intelligent
systems for tasks that cannot be effectively solved by any classical approach: natural lan-
guage processing, image recognition, complex classification, predictive analysis, and many
others. It is possible because of the ability of NN to extract domain-specific information
from a large set of input data, which can be used later to process new input data. The main
disadvantage of NN is their high computational complexity. A complex task requires a
large NN model with a huge number of parameters, which means that many operations
must be performed to calculate the result. The problem is especially acute for deep convo-
lutional neural networks (CNN) because their models can include hundreds of billions of
parameters [1,2].

In cloud and desktop systems, the problem of computational complexity can be
partially solved by scaling. However, low-power and autonomous devices impose strict
requirements on their weight and battery life [3]. Some examples of such systems include
unmanned aerial vehicles (UAVs), self-driving cars, satellites, smart Internet of Things (IoT)
sensors, Edge Computing nodes, mobile robots, smartphones, gadgets, and many others.
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Such devices require specialized hardware accelerators and fine-tuned algorithms to use
machine learning algorithms effectively.

There are many papers about various optimizations of hardware and machine learning
algorithms for low-power applications. Hardware optimizations mainly mean replacing
powerful but energy-intensive graphics processing units (GPU), which are popular in the
cloud and desktop systems, with more efficient devices, such as field-programmable gate
array (FPGA) and application-specific integrated circuits (ASIC) [4–11]. At the same time,
to use hardware resources efficiently, applied algorithms are adapted to the features of the
chosen platform. In addition, the quality of NN models is often acceptably downgraded
to reduce computational complexity. For example, authors of [12,13] propose to reduce
the bit-lengths of numbers in a model to 8 and 4 bits, respectively, and in [14,15], binary
NNs are presented. In [16], the complexity of a NN is reduced using sparsing, which is the
elimination of some weights to reduce the number of parameters.

Such comprehensive solutions show good results in the implementation of concrete
NN architectures. However, in practice, complex intelligent systems can face various tasks
that require different NN architectures. Sometimes, it is impossible to predict which archi-
tectures will be required in the future. The problem is especially acute if the autonomous
system is remote and difficult to access. The simplest solution is to implement many
hardware subsystems for the most probable architectures, although this approach affects
weight, power consumption, reliability, and complexity of the device.

Another way to solve the problem is to use dynamically reconfigurable hardware
accelerators that can change the current model by an external signal at runtime. Application
of such accelerators offers great opportunities for performance, energy efficiency, and
reliability. Therefore, numerous research has been conducted in this area. We explore
dynamically reconfigurable accelerators based on the concept of reconfigurable computing
environments (RCEs).

One of the significant parts in developing RCE-based hardware accelerators is the
implementation of neuron activation functions. There are many different activations now,
and one of the most popular among them is the sigmoid activation (logistic function), which
is widely used in an output layer of NNs for classification tasks. However, the original
form of the activation is difficult to compute in hardware, so simplified implementations
are usually used. This paper proposes two implementations of sigmoid activation for
dynamically reconfigurable hardware accelerators.

2. Artificial Neural Networks

An artificial neural network is a mathematical model of a computing system, inspired
by the structure and basic principles of biological neural networks. By analogy with natural
NNs, artificial networks consist of many simple nodes (neurons) and connections between
them (synapses). In artificial NNs, a neuron is a simple computing unit, which sums
weighted inputs, adds its own bias value, applies an activation function to the sum, and
sends the result to neurons of the next layer (Figure 1). Neurons are distributed among
several layers. In the classical dense architecture, inputs of each neuron are connected to
the output of each neuron of a previous layer. Therefore, each NN has one input layer,
one output layer, and one or more hidden layers. If the network has many hidden layers,
this network is called “deep” (DNN). This architecture is called a feedforward neural
network (Figure 2) [17].

All values of synapses (weights) and neurons (biases) are parameters of the NN
model. To solve a specific task by NN, it is necessary to determine all parameters of the
model. This process of determining the parameters is called “learning”. There are many
learning techniques. The classical supervised learning process requires input dataset with
known expected results (marked dataset). During training, the parameters are corrected to
reduce the difference between the actual and expected results at the network output for
the training samples. Using a large and representative training set, a sufficiently complex
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model and a sufficient number of iterations allows obtaining a model with high accuracy
on new samples.

Figure 1. Artificial neuron with three inputs.

Figure 2. Feedforward neural network with two hidden layers.

An activation function of a neuron is a non-linear function that transforms a weighted
sum of the neuron’s inputs to some distribution. In practice, many different activations
are used, and they depend on the task and the chosen architecture [18–21]. In classification
tasks, rectified linear units (ReLU) in hidden layers and a sigmoid activation in the output
layer are very popular. This allows getting a result in the form of the probability that the
input object belongs to a particular class. Because the original sigmoid activation uses
division and exponentiation, it is often replaced with simplified analogs. In this paper, the
natural sigmoid is replaced by its piecewise linear approximation.

3. Neural Networks Hardware Accelerators

The applying of neural network models in real systems leads to the need to use
specialized computing devices. The huge number of simple operations inherent to NN
models is a challenge, even for a state-of-the-art CPU. At the same time, the dataflow in NN
allows high parallelization, so computing systems that support simultaneous execution of
large amounts of calculations are worth using.

A simple and powerful solution to the problem is the use of GPUs [4,5]. Due to their
multicore architecture, GPUs can significantly reduce time costs of training and using
DNNs in many applications. In addition, the simplicity of the development on the GPU
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makes it easy to implement and maintain solutions. Today, GPU-based accelerators are
widely used in desktop, server, and cloud systems, as well as in some large mobile systems,
such as self-driving cars. The main disadvantage of these accelerators is their high power
consumption, which limits their use in many autonomous and mobile systems.

Further research to improve the characteristics of accelerators has led to the devel-
opment of highly specialized devices based on FPGA and ASIC. Due to their flexible
architecture, low-level implementation, and fine-tuning optimization, these solutions out-
perform GPU-based counterparts while consuming less power [7–11]. The disadvantages
of such solutions are the complexity and cost of developing, embedding, and maintaining.
In addition, the accelerators often support only a certain model or architecture of NN,
which limits their reuse for other tasks.

In recent years, hybrid computing systems have become popular. These systems in-
clude a CPU and an auxiliary neuroprocessor simultaneously. The CPU performs common
tasks and delegates machine learning tasks to the neuroprocessor [22]. Because of the
division of responsibilities, hybrid systems effectively solve a wide class of applied tasks.
But the neuroprocessors are designed to fit prevalent needs, and the problem of the narrow
focus of accelerators has not been completely eliminated yet.

One possible solution to this problem is applying dynamically reconfigurable hard-
ware accelerators.

4. Dynamically Reconfigurable Hardware Accelerators

A key feature of dynamically reconfigurable accelerators is their ability to change
the current NN model at runtime. A single computing system is able to implement
different models and even architectures of NN at different points in time. This offers wide
opportunities for target systems:

• Support for different architectures of NN without hardware changes;
• Usage of different NN models for different operating modes. For example, the device

can use an energy saving model with low accuracy in standby mode and switch to the
main model with high accuracy and power consumption in a key working mode;

• Remote modification or complete replacement of NN models of the accelerator, which
can be very useful in cases where there is not enough information to set models
in advance;

• Ability to be recovered by reconfiguration and redistribution of computations over
the intact area of the accelerator.

There are many different approaches to designing reconfigurable accelerators. The
paper [23] proposes a hierarchical multi-grained architecture based on bisection neural
networks with several levels of configuration. In [24], reconfigurability is achieved by
using some amount of floating neurons that can move between layers of NN to create the
required model. The accelerators presented in [25–27] do not use reconfigurability in its
classical meaning, but modularity and homogeneous structures with an excessive number
of elements make it possible to solve a wide range of applied tasks.

We propose the development of reconfigurable hardware accelerators based on the
concept of reconfigurable computing environments.

5. Reconfigurable Computing Environments

A reconfigurable computing environment (RCE) is a mathematical model of a wide
range of computing systems based on the idea of a well-organized complex behavior of
many similar small processing elements (PE) [28,29]. In some references, RCE is called a
homogeneous structure [29]. The PEs are arranged in a regular grid and are connected to
neighboring PEs. Each PE can be individually configured by an external signal or internal
rule to perform some operation from a predefined set. The collaborative operating of
many independent processors allows implementing complex parallel algorithms. Thus, the
computational capabilities of RCE are limited only by its size and operations set.
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In general, an RCE can have an arbitrary number of dimensions (from one to three),
and its PEs can be of any shape. In this paper, we discuss a two dimensional RCE with
square PEs. Therefore, each non-boundary element is connected with four neighbors
(Figure 3).

Figure 3. Reconfigurable computing environment.

6. Hardware Accelerators on Homogeneous Structures

We are not pioneers of applying homogeneous structures in the hardware accelerators.
Numerous research in this area is based on the use of systolic arrays [25–27]. The systolic
array, or systolic processor, is a subclass of homogeneous computing structures, for which
additional restrictions are set [30]:

• All PEs perform the same operation;
• After completion of the operation (usually on each clock cycle), the PE transmits the

result to one or more neighboring PEs in accordance with the specified direction of
signal propagation;

• The signal passes through the entire structure in one direction.

Systolic processors are known for their simplicity and high performance. The homo-
geneity and modularity of their structure facilitates scaling and manufacturing. But there
are some disadvantages:

• Narrow focus on specific tasks, since all PEs perform the same simple operation;
• Low fault tolerance due to a large amount of processors and interconnections, as well

as a fixed direction of signal propagation;
• Some algorithms are difficult to adapt to the features of the processing flow in sys-

tolic arrays.

A classic task for systolic arrays is matrix multiplication (Figure 4) [31]. Since most
of the computations in NN are matrices multiplication, modern hardware accelerators
efficiently use computing units based on systolic arrays. All other calculations, such as
activation or subsampling, are performed by separate specialized units.
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Figure 4. Matrix multiplication in the systolic array [31]. 1999 Academic Press, with permission
from Elsevier.

One of the popular solutions for machine learning tasks is the tensor processing unit
(TPU), based on the systolic array (Figure 5) [27]. This is a hardware accelerator on ASIC
developed by Google. The TPU systolic array has a size of 256 × 256 PEs. It performs
matrix multiplication and shows very good results (Figure 6). The accumulation of sums,
subsampling, and activation are performed by dedicated blocks outside the array.

Figure 5. Google Tensor processing unit architecture.

Figure 6. Systolic array in the Google TPU.
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Another example of the efficiency of homogeneous structures in neural networks
hardware accelerators is presented in [25,26]. The proposed Eyeriss accelerator uses a
homogeneous computing environment consisting of 12 × 14 relatively large PEs (Figure 7).
Each PE receives one row of input data and a vector of weights and performs convolution
over several clock cycles using a sliding window. Accordingly, the accelerator’s dataflow is
called “row-stationary”.

Figure 7. Eyeriss accelerator architecture.

One of the important tasks in the development of accelerators is to reduce the data ex-
change with other subsystems of the device (memory, additional computing units, etc.) due
to the high impact on performance and power consumption. This can be achieved through
data reuse. There are four types of dataflows with data reuse: weight-stationary, input-
stationary, output-stationary, and row-stationary [32]. In a weight-stationary dataflow, each
PE stores the weight values in its internal memory and applies them to each input vector.
Google TPU uses this dataflow [27]. The PE of input-stationary dataflow stores the input
vector and receives different weight vectors from the outside. The accelerators with output-
stationary dataflow accumulate partial sums in PE, while the input and weights move
around the environment. The above-described Eyeriss accelerator uses a row-stationary
dataflow since each PE stores one row of input data and one vector of weights to perform
multicycle convolution [25].

The accelerator proposed in this paper uses a hybrid dataflow. It operates in weight-
stationary dataflow when input data are too large to be handled at once; otherwise, it does
not reuse data at all. The refusal to reuse data is compensated by an inherent ability of
our architecture to avoid any exchange of intermediate results with other subsystems by
performing complete processing within the computing structure. This allows eliminating
time cost of access to memory and auxiliary blocks. However, temporary weight reuse is
supported as part of pipeline processing.

In contrast to most counterparts [23–26], the proposed accelerator architecture is
based on the principle of atomic implementation of processing elements. This means that
PE has a simple structure and performs very simple operations. This decision makes it
possible to achieve high flexibility of the computing environment and allows fine-tuning of
each parameter. By analyzing classical feedforward networks, a set of PE operations was
selected: “signal source”, “signal transfer”, “MAC”, “ReLU”, “sigmoid” [33]. With these
operations, a neuron can be implemented as a chain of PEs (Figure 8) [34]. The length of
the chain determines the number of inputs, so a neuron of any configuration can be built.
The PE of the proposed model operates with 16-bit fixed-point numbers. Table 1 presents
the comparison of the proposed model and the mentioned counterparts. The decision to
implement activation functions in RCE instead of using a dedicated unit is based on the
following considerations:

• RCE is more flexible. This allows introducing new activations or modifying existing
ones after the system is deployed;

• RCE is more reliable. The dedicated unit can become a point of failure, while the RCE
can be reconfigured to partially restore functionality;
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• Data exchange between RCE and dedicated unit may be longer. It is more efficient to
keep all intermediate results inside the RCE.

Figure 8. Neuron on the proposed RCE architecture. Reprinted from [34], with permission 2021 IEEE.

Table 1. Comparison of accelerators based on homogeneous structures.

Parameter TPU Systolic Array Eyeriss Proposed Model

Processing element (PE) 8-bit MAC
16-bit MAC with memory

block and partial sums
accumulator

16-bit unit, supporting 7 simple
operations

PE memory None 448KB SRAM + 72KB
Registry 21 bits

PE size Very small Relatively large Average

Number of PEs A lot of
256 × 256 = 65,536

A few
12 × 14 = 168

A lot of
depends on the task

Reconfigurable PE No No Yes
A role of homogeneous

structure Matrix multiplication Matrix multiplication Complete processing

Dataflow Weight-stationary Row-stationary Hybrid (weight-stationary or
no reuse)

Intermediate results storage Buffer Buffer PEs (inside the environment)
Post-processing units

(activation, subsampling) Dedicated blocks Dedicated blocks PEs (inside the environment)

To implement deep networks and perform pipelining, the proposed model supports
multi-cycle processing using internal rotation of the signal [35]. The RCE is divided into
several segments; each segment is configured to implement one layer of the required NN
model. When an input signal arrives at a segment, the segment calculates an output of the
layer and passes it on to the next segment. After the signal leaves the segment, the segment
is reconfigured to the layer, following the layer implemented in the previous segment. It
means that, in case of four segments, the second segment at the i-th step will implement
the (4 × (i− 1) + 2)-th layer of the neural network. Therefore, the signal is spinning inside
the structure until the final result is obtained (Figure 9).

The proposed architecture allows implementing a DNN of arbitrary depth. The only
limitation is the size of the configuration memory. Parallel flow processing of inputs
in many PEs significantly reduces computation time. In addition, it is possible to use
pipelining to improve further performance. The structure with n segments can process
n − 1 signals simultaneously, while the n-th segment can be reconfigured by a sliding
window. The pipelining solves three problems:
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• Improves resource utilization;
• Increases performance by processing multiple signals simultaneously and eliminating

reconfiguration time cost;
• Introduces temporary reuse of weights (short-term stationary dataflow).

Figure 9. Multi-cycle processing of NN in the segmented RCE.

To implement a multi-cycle architecture, a “1-cycle latch” operation must be added to
the operations set. This is necessary to store intermediate results between segments. A 90°
signal rotation operation is included in the MAC.

The key disadvantage of the proposed segmented architecture is the limitation of
the maximum supported layer size. After segmentation, only some parts of the RCE can
be used to implement a layer. This is a significant drawback for the first hidden layers
of CNNs, which consist of a large number of neurons. To handle this case, an integral
operating mode can be used. In this mode, the entire RCE implements only one layer of
a NN and the signal is transmitted in one direction. Disadvantages of the mode are the
lack of pipelining and need for external control unit to route the input signal and store
intermediate results (Figure 10).

Figure 10. RCE in intergal mode.

Timing simulations of the proposed models showed acceptable results [34,35]. How-
ever, one of the operations, sigmoid activation, is computationally difficult in its natural
form (Figure 11). As a result, the processing elements and the entire environment become
large, complex, and slow. The piecewise linear approximation proposed in [36] partially
solves the problem, but the operation remains complicated compared to others. This
paper presents centralized and distributed modifications of the sigmoid activation for
implementation in the described RCE architecture.
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Figure 11. Sigmoid activation.

7. Implementations of Sigmoid Activation
7.1. Centralized Implementation

In the centralized implementation of the sigmoid activation, all calculations are per-
formed in one PE, which allows to minimize and optimize it efficiently. These optimizations
are possible because of the features of the fixed-point number format and the applied ap-
proximation [36]. The piecewise linear approximation is described as:

f (x) = ax + b (1)

where a and b are the constants related to the subrange in which x is located.
One of the most difficult parts of the piecewise linear approximation is finding the

range where the input value lies. Approximation nodes are the integers ranging from −5
to 5 (Figure 12). The ∆ symbol denotes the smallest step for this number format, and it
is equal to 1/256 for numbers with 8 fractional bits. Therefore, the PE must include 11
comparisons. At the same time, the fixed-point format puts the integer part of the number
in high order bits. Our models use 16-bit fixed-point numbers, and the 8 high order bits
contain an integer part.

Figure 12. Approximation nodes. Dotted boxes indicate the bits used in Equations (2) (blue box),
(3) (green box) and (4) (orange box).
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The analysis of these values shows that the four high order bits are the same for all
positive and all negative values (within the approximation range):

is_neg = x15 & x14 & x13 & x12 (2)

is_pos = x15 & x14 & x13 & x12 (3)

where xn is the n-th bit of x.
The next four bits help to determine the specific range. For example, to check if the

x value is in the range from −5 (inclusive) to −4 (excluding), the following formula can
be used:

is_neg5_to_neg4 = is_neg & x11 & x10 & x9 & x8 (4)

For all values above 5, use the following function:

is_pos5_to_in f = x15 & (is_pos & x11) & (x10 | (x10 & x9 & x8)) (5)

As a result, the approximation coefficients can be found as:

a = (is_neg5_to_neg4 & a1) | (is_neg4_to_neg3 & a2) | · · · | (is_pos4_to_pos5 & a10) | (is_pos5_to_in f & 0) (6)

b = (is_neg5_to_neg4 & b1) | (is_neg4_to_neg3 & b2) | · · · | (is_pos4_to_pos5 & b10) | (is_pos5_to_in f & 1) (7)

Thus, 11 comparisons of 16-bit numbers can be replaced by 11 comparisons of 5-bit
numbers, which leads to the significant simplification of this implementation.

The centralized implementation has two major disadvantages. Firstly, a PE with the
proposed implementation of the sigmoid occupies a larger area on a chip. Secondly, the focus
on the sigmoid function does not allow to reuse this implementation for another activations.

7.2. Distributed Implementation

The distributed implementation is based on the ability to approximate each subrange
of the sigmoid function independently. In other words, each subrange can be computed in
parallel using separate chain of the PEs.

The complete distributed implementation is presented in Figure 13. The following
color differentiation of operations is used here: green—“signal source”, red—“minimum”,
yellow—“MAC” (the input value comes from the bottom, accumulating-from the left, and
the weight is stored in the internal memory of the PE), blue—“gate”, purple—“union”.
Dashed lines indicate the signals passing through the PEs without changes. Thus, dis-
tributed implementation requires three new operations, such as “minimum”, “gate”, and
“union”. However, these operations are the basic transformations, which can be effectively
used in different computations. It is appropriate to include them in the final operations set.

The “gate” operation controls the propagation of the signal. It compares a value from
the “key” input with the expected value stored in internal memory. If both values match,
the PE passes the value from the main input to the main output. Otherwise, the main
output value is zero. In the presented figure, the “key” input is on the bottom, the main
input is on the left, and the main output is on the right. The key value keeps moving
forward regardless of the comparison result. Since all gates expect different keys, at the
most, one gate will have a non-zero output value.

As mentioned earlier, due to the integer nodes of the approximation, we only need to
compare the 8 high order bits. However, “gate” is a general-purpose operation that realizes
a comparison of the entire key. To fix this contradiction, the key shifting logic is introduced.
It sets the 8 low order bits (fractional part) of the key value to “1” to generalize all possible
keys. The expected gate values are shifted in the same way.

The “union” operation applies a bitwise OR to both inputs. It is used to merge the
results of all gates and to generalize values of the key.
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The “minimum” operation calculates the smallest of two numbers. It helps to exclude
values of the key greater than 5, because according to the approximation used, all input
values equal to or greater than 5 result in an output value of 1. So it is not necessary to
process any key greater than 5. Input values below −5 are ignored in the implementation
since the output of the approximation in this range is zero.

Thus, the distributed implementation of sigmoid activation requires 48 processing
elements.

Figure 13. Distributed implementation of sigmoid activation.

8. Experimental Results

Two simulation models were developed to compare both presented implementations
of sigmoid activation. The models are Verilog HDL modules designed in the Quartus Prime
software. The modules support the entire operations set of the PE. Two key parameters of
the modules were measured: the size (the number of required logic elements (LE) of the
FPGA) and the maximum processing delay.

To evaluate these parameters, the developed modules were synthesized in the Quartus
Prime (version 20.1.0, build 711 SJ Edition) for the Cyclone V (5CGFXC9E7F35C8) FPGA
device. Usage of DSP blocks was disabled in the settings. Unwanted deletion of submodules
during the optimization phase was prevented by the “synthesis keep” directive.

To measure processing delays, the Timing Analyzer tool was used. The Timing
Analyzer is part of the Quartus software. All simulations were carried out with the
predefined mode of the analyzer “Fast 1000mV 0C”. During these simulations, the largest
signal delay between the input and output of the module was measured. Both modules
were pre-configured; thus, the configuration delays are eliminated from the results.

Due to bidirectional connections between PEs, the Timing Analyzer gets stuck in
combinational loops. To avoid this problem, we removed unnecessary interconnections
from the distributed sigmoid module for the duration of simulations.

In addition to the mentioned parameters, we measured the absolute error of the
sigmoid implementation. The measurements were realized in a special PC application
because the error value is not related to the hardware implementation and depends on the
number format and the approximation algorithm. The application selects a random value
from the approximation range (−5, 5), rounds it to the nearest 16-bit fixed-point number,
and evaluates the difference with the general sigmoid implementation at the original (before
rounding) point. The algorithm is repeated one million times to get reliable statistics.
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The results of all experiments are presented in Table 2.

Table 2. Experimental results.

Implementation Total Size, LE PE Size, LE Max Delay, ns Average Absolute Error Max Absolute Error

Centralized 312 312 14
4× 10−3 1× 10−2

Distributed 13,175 296 18.5

Note, the centralized implementation is 24.4% faster than the distributed one. How-
ever, in fact, the difference is only 4.5 ns, which is not important for most real systems.
The sigmoid is usually used in the output layer of NN, and its contribution to the overall
processing time is relatively small. The second advantage of the centralized implementa-
tion is a convenient configuration. This approach requires only 1 PE to be configured to
perform the entire approximation algorithm, in contrast to the distributed approach, where
48 PEs must be configured. Another advantage is the bit-length of the configuration signal.
The more operations the PE supports, the more bits are required to encode them all. The
distributed implementation introduces three new operations, while the centralized uses
only one. However, the operations used in the distributed implementation can be efficiently
reused to compute different functions (not only the sigmoid function), in contrast to the
centralized implementation.

The key advantage of the distributed implementation is the area on a chip occupied by
PE. With this approach, each PE occupies 5.1% less area. Thus, many more PEs can be placed
in an RCE of the same size. It is a significant improvement since a typical RCE can contain
thousands of PEs. The second benefit is the simplicity of the PE, which leads to improved
reliability. In addition, the parallel processing inherent to the distributed realization is more
consistent to the key principles of the reconfigurable computing environments design.

The results of comparison with alternative research are presented in Table 3. Data
about counterparts are taken from [37]. Presented implementations of sigmoid activation
have an acceptable average error and very high performance. However, the distributed
implementation requires more logic elements, since the calculations are distributed among
many processing elements, each of which supports a complete set of operations. In addition,
our models use combinational logic, which provides high performance at the expense of a
larger area on a chip.

Table 3. Comparison of the developed models and alternative research.

Implementation Emax Eavg Input Format Output Format LUT DSP Delay, ns

Hajduk (McLaurin) 1.192× 10−7 1.453× 10−8 32b FP 32b FP 1916 4 940.8
Hajduk (Pade) 1.192× 10−7 3.268× 10−9 32b FP 32b FP 2624 8 494.4

Zaki et al. 1× 10−2 N/A 32b FP 32b FP 363 2 N/A
Tiwari et al. 4.77× 10−5 N/A 32b FXP 32b FXP 1388 22 1590–2130
Tsmots et al. 1.85× 10−2 5.87× 10−3 16b FXP 16b FXP N/A N/A N/A

Wei et al. 1.25× 10−2 4.2× 10−3 16b FXP 12b FXP 140 0 9.856
PLAN 1.89× 10−2 5.87× 10−3 16b FXP 16b FXP 235 0 30
NRA 5.72× 10−4 8.6× 10−5 16b FXP 16b FXP 351 6 85

Centralized 1× 10−2 4× 10−3 16b FXP 16b FXP 312 0 14
Distributed 1× 10−2 4× 10−3 16b FXP 16b FXP 13175 0 18.5

N/A—not assessed, FP—floating-point number, FXP—fixed-point number.

9. Application for Other Activation Functions

Sigmoid activation is one of the most popular and well known, but many other
activations are used in practice. The simplest of them (ReLU, LeakyReLU, and PReLU) can
be implemented in the proposed RCE by “maximum” and “MAC” operations and do not
require a complex design. Swish activation [18] is based on the sigmoid and requires minor
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modifications to the proposed design. P-Swish activation [19] is a combination of Swish
and ReLU functions, so it can be implemented with “minimum” and “gate” operations.

As mentioned above, the distributed implementation of the sigmoid activation can
be effectively reused to perform approximations of another functions. Thus, the proposed
RCE is able to support a wide variety of activations. The approximation of the exponential
function makes it possible to implement ELU [20] and Softmax [21] activations. The piece-
wise linear approximations of Tanh and Softplus activations can be introduced according
to the given design. To improve the accuracy of these approximations, intervals of small or
variable length can be used. To support variable-length intervals, the key-shift operation
must be used several times with different shift values.

10. Conclusions

Modern intelligent systems are increasingly faced with the need to use computation-
ally complex machine learning algorithms. However, low-power systems have severe
restrictions to their weight and power consumption. To solve this issue, dynamically
reconfigurable hardware accelerators based on the reconfigurable computing environments
can be used. However, the efficiency of accelerators depends on the implementation of a
set of operations of the PEs. The sigmoid function is one of the most popular activations in
neural networks. However, its general form is computationally complex. Due to this, in
practice, it is replaced by simplified analogues.

This paper proposes two hardware implementations of the sigmoid activation on the
RCE. The centralized implementation has high performance and a simple configuration
process, but it leads to an increase in the size of each PE. The distributed implementation
has lower performance, requires more LEs, and uses only simple operations. As a result,
each PE has a smaller size.

The experimental results show high performance (the largest signal delay is 14–18.5 ns)
and acceptable accuracy (average and maximum errors are 4× 10−3 and 1× 10−2,
respectively) of the proposed sigmoid activation implementations compared to the ex-
isting alternatives.
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