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Abstract: Crowd counting is an important part of crowd analysis and has been widely applied
in the field of public safety and commercial management. Although researchers have proposed
many crowd counting methods, there is little research on non-uniform population distribution. In
this research, a new scene adaptive segmentation network (SASNet) is proposed that can focus on
crowd area to estimate accurately crowd density in population heterogeneous distribution. First, an
image segmentation module is designed that can adaptive horizontal segment an image according to
different density levels, and then obtains a close-up view image and a distant view image. Second,
a dual branches network based on convolution neural network (CNN) is exploited that contains a
distant view network (DVNet) and a close-up view network (CVNet), so as to extract different scales
of image features and then generate density maps by each branch, respectively, so that the crowd
counting module has robustness on different scales of target. Finally, a comparative experiment on
three well-known crowd counting datasets shows that SASNet achieved stabilized performance and
robustness in population heterogeneous distribution.

Keywords: image processing; convolution neural network; crowd counting; heterogeneous distribution

1. Introduction

Crowd counting estimates the count of people and their spatial distribution in a
given scenario. It is still an important research field of crowd analysis. With the growth
in population and rapid development of the economy, more people pursue a better life
that often flows in various sports, entertainment scenarios, well-known scenic areas, etc.
However, due to improper control of crowd gathering, stampede accidents emerge one
after another [1], which causes great losses of life and property. Therefore, a robust crowd
counting algorithm can accurately estimate the number of people in a scene, to prevent
effectively the accidents.

With the high-speed improvement in computer technology, crowd counting has many
applications in reality, such as public safety management, urban planning, and intelligent
decision making. After a few decades of study, researchers have proposed many compet-
itive crowd counting algorithms. Generally speaking, the method of machine learning
was mainly used in early crowd counting. The characteristics of people were mapped and
processed by detection [2] or regression [3], so as to obtain the sum of people in images [4,5]
or videos [6]. However, these processing methods cannot obtain high-level spatial distribu-
tion information from images. The count of large-scale objects was counted by a density
estimation-based approach. It can not only estimate the density map but also account for
the number of objects in any zone of a map by combining spatial information.

In recent years, although researchers have devised some effective approaches, crowd
counting is still a worthy task in dense scenarios. In recent years, these related researchers
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have their attention on CNN and have persistently studied CNN-based crowd counting
in the same scene with different scales and different densities. The CNN-based approach
involves two parts: (1) feature extraction: adaptive extraction of the feature is carried out
by adding multiscale prediction, context awareness, empty convolution, and deformable
convolution for different challenges; (2) density estimation map: a quality of density map
is generated and modified by a loss function, such as structural similarity function [7],
generating adversarial function and other methods.

It is widely known that these traditional machine-learning-based methods can only
extract low-level feature information, and most existing deep learning-based methods
just employ a network to generate the estimation density map and count the number of
people in dense scenarios, especially in the case of population heterogeneous distribution.
Therefore, this research proposes a crowd counting method based on scene adaptive
segmentation, which is called SASNet. First, we adopted adaptive horizontal segmentation
for the image and obtained two regions with different density levels of close-up view and
distant view. Second, we introduced two kinds of networks with different sizes of receptor
fields to grab features of different scales in two regions, and enhance the robustness of the
algorithm. Finally, a dilated convolution is employed to offset the increase in parameters
due to the dual-column network.

In this work, our contributions compared with previous work are summarized:

(1) A novel scene adaptive segmentation network is proposed that can adaptively divide
the input image into distant-view regions and close-up view regions with differ-
ent densities.

(2) We exploit simultaneously distant view and close-up view crowd counting modules,
which can extract features of different scales from the two views according to different
receptive fields of image.

(3) A dilated convolution is employed to lower greatly the number of parameters.

2. Related Work

Generally, a crowd counting model includes both the traditional approach relying on
manual feature extraction and the deep learning approach based on CNN. The traditional
approach can be categorized into direct detection, regression, and generation of the density
estimation map.

2.1. Traditional Methods

Most of these direct detection approaches employed a window sliding to count the
number of people after extracting the target, which can achieve accurate results. However,
once people are crowded, the counting effect will decrease sharply. Regression-based meth-
ods [8-10] extract foreground features by learning linear regression, Gaussian regression,
ridge regression, etc. The mapping from images or image blocks to the number of targets is
completed. These methods are successful in dealing with occlusion and background clutter
but are unsatisfactory when the scene scale and angle of view change sharply because the
spatial information is ignored. To tackle the above problems, Lemptisky et al. [11] and
Chen et al. [12] developed a density estimation approach that learned the linear relation in
view of spatial information. However, their methods used traditional manual features to
extract junior-level information, which greatly reduced the accuracy of counting.

2.2. Deep-Learning-Based Methods

Due to the stronger ability of deep learning to capture features, these CNN-based
counting methods have been applied in fields that need to be counted. More and more
researchers train models to continuously refresh the performance of the CNN-based crowd
counting approach. Shang et al. [13] utilized CNN that inputs an image and outputs directly
the sum of a crowd. Boominathan et al. [14] attempted to use a network of two columns for
estimating density maps. Marsden et al. [15] employed a single-column fully convolutional
network, while Sindagi et al. [16] proposed senior-level information to boost the density
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prediction performance. The research results of Zhang et al. [4] exploring the MCNN were
consistent with those of Ofioro-Rubio et al. [17]. In other words, the Hydra-CNN of scale
and multi-column module was presented for estimating the density map. Sindagi et al. [18]
explored a multi-task structure to predict the classification of density while generating a
senior-quality feature map. Motivated by the MCNN, Sam et al. [5] selected the optimal
regressor as input and adopted a network to acquire the same classification result of that
input image in the prediction. Li et al. [19] adopted a single-column structure with deeper
dilated CNN; the proposed CSRNet consisted of a 2D feature extraction network and a
dilated convolution and adopted dilated convolution to replace pooling operations for
obtaining larger reception fields. Zhang et al. [20] proposed a RANet that accounted for
the interdependence of pixels to increase the self-attention mechanism. Cao et al. [21]
developed a scale aggregation network (SANet) performing encoder and decoder. The
scale aggregation models as encoders grab different scale features, and the decoder uses a
large number of transposed convolutions to build high-definition density estimation maps.
Zhao et al. [22] exploited a consistent polarity deep attention network (PDANet), which
incorporated attention into an emotion polarity constraint CNN. Saleh et al. [23] proposed a
scale-driven CNN, which premised that features of heads were visible and dominant in any
density of the crowd. Wang et al. [24] designed the ScSiNet for extracting scale-invariant
features, which integrated scale-invariant transformation.

From the above, it can be seen that most CNN-based crowd counting methods com-
pute the population by estimating density with L2 regression loss, whereas because the
L2 is sensitive, the generating density map is punch-drunk. To tackle this problem, a
novel dilated convolutional model that combines traditional convolutional and expansion
convolutional layers is proposed, which can avoid the ambiguous density map caused by
L2 loss.

3. Methodology

Due to the effect of perspective in the real scenario, there are some different scales of
feature between the distant view and the close-up view, such as crowd density, the scale of
head and shape, etc., which decreases the accuracy of counting. Motivated by the above
shortcomings, a scene adaptive segmentation network (SASNet) is proposed for crowd
counting as shown in Figure 1.

Distant View Crowd Counting Network (DVNet)
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Close View Crowd Counting Network (CVNet)

Figure 1. The Architecture of SASNet. The SASNet mainly covers two stages. The first stage is the
image segmentation, and the second stage is the crowd counting.
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3.1. Scene Adaptive Segmentation

To ensure the efficiency of image-processing algorithm, it is necessary to determine
the convergence rate of parameters in the design of adaptive estimator [25,26]. Therefore,
we trained a scene adaptive segmentation model which obtains a splitting ratio between
distant view and close-up view images. In this work, an image segmentation network
(SplitNet) is adopted shown in Figure 1. The SplitNet is a CNN-based approach to obtain
an image adaptive segmentation line [27]. The image segmentation can be regarded as a
regression model which inputs a scene image and outputs a segmentation ratio.

Motivated by the first ten layers of VGG-16, SplitNet automatically extracts the dis-
criminating features of images. To make the input of different sizes become the output of
the same size, it adds Spatial Pyramid pooling (SPP), the pooled windows of 1 x 1,2 x 2,
3 x 3 with different sizes are adopted to dynamically adjust the size and step width of the
pooled windows motivated by the dimension of feature image. Therefore, the SplitNet can
process any size of an input image and keep the output of a fixed-size Pyramid space after
the pool, receive three dimensions of feature vector into only one neuron of full connection
layer, and get an output value between 0 and 1 used to describe the division point ordinate
in proportion to the height of images. Finally, according to the division ratio value, the
image is divided into distant view and close-up view, separately. According to the partition
result in the example listed in Figure 2, the density, shape, and scale of distant and close-up
scene objects are greatly different.

Figure 2. Segmentation Based on Scene Adaption. (a): input image samples; (b): distant view image;
(c): close-up view image. Two dense scene images are divided adaptively with the division ratio of
0.34 and 0.52, respectively.

3.2. Crowd Counting Module

Since the head size in the close-up view image is larger than that in the distant view
image, the distant-view and close-up view crowd counting network are trained during the
crowd counting stage, respectively. Thus, the count of people can be computed by each
density map. The step 2 describes the process of the SASNet crowd counting as shown in
Figure 1.

3.2.1. Distant View Crowd Counting

In view of different head sizes in the image, the traditional convolution could cause
the loss of spatial feature information. A small-sized crowd of an image often cannot be
accurately identified, thus greatly reducing the accuracy of crowd density. To tackle the
above problems, a deconvolution-based crowd counting network is proposed for distant-
view scenarios, called DVNet. First, motivated by the feature map extracted by VGG-16,
the information loss is reduced by deconvolution operation, which can estimate the small
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size of the head. Then, it is processed by the dilated convolution module, and the dilated
convolution rate is set to 2 to enhance the information extraction of crowd characteristics in
dense areas. Finally, we adopt three convolutions and one dilated convolution to filter out
the complex background elements, to improve the accuracy of density analysis.

3.2.2. Close-Up View Crowd Counting

For the estimation of head in close-up view images, a dilated convolution can well
compensate for the shortcomings of the above operations. It can replace the upsampling
and downsampling process without changing the size, reducing the loss of information.
Specifically, first, we realize the rapid localization and feature extraction of the crowd
through the convolution layer when the dilated rate is 3. Then, the CVNet performs
three convolutions without the dilated convolution. Finally, a dilated convolution for
feature extraction employs a small convolutional kernel to reduce the count of parameters.
It separates the crowd and the background to estimate the crowd density of a close-up
view image.

3.3. Density Estimation Map

Due to existing perspective distortion, utilizing straightaway on the annotation with
the Gaussian function for generating the density map is not excellent. In this research, we
adopt the labeled image that inputs the central point of a head, and outputs the density
estimation map. The normalization employs a geometry adaptive kernel. The specific
calculation can be presented.

N
H(x) =) 6(x —x) ey
i=1
N _
F(x) = Zé(x —x;) * G, (x), 07 = Bd; (2)
i=1
G= Ly 3
L 3

where x; represents the pixel of a head, N is representing the people counting in a given
region, and d; represents the mean distance between a head and these heads of its nearest m
neighbors. J represents ground truth, and G, is the performed Gaussian blur processing on
each head. In the experiment, the parameter setting of CSRNet is adopted as the standard
deviation, p = 0.3, m = 3.

3.4. Loss Function

The Euclidean distance can commendably measure the distinction between the value of
algorithm processing and ground truth. In the training of this research, we used Euclidean
distance that minimizes the length from the value of algorithm processing to the ground
truth. The formulas can be indicated as follows.

2

. 1 N
L(i) = 33 Lo||pFT = pfT| )
i=1

where N denotes the batch size, Dfs T indicates the forecast the outcome of ith sample, and
DFT is the actual density value of ith sample.

4. Experiments
4.1. Implementation

The experiments in this paper are implemented based on Ubuntul6.04 and the version
of PyTorch framework is 1.11.0. The proposed model is trained on an Intel 2.4 GHz
processor and accelerated by a GPU (Tesla V100). The batch size of the training is defined
as 256, the learning rate is defined as 1073, and the variance is defined as 0.01.
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4.2. Evaluation Criteria

In the field of crowd counting, the mean absolute error (MAE) can indicate the accuracy
of the model, and the root mean square error (RMSE) can represent the robustness of the
model. In this research, MAE and RMSE are employed as the evaluation criteria. The
formulas of evaluation can be listed as follows.

N

MAE = ~ Y _|Pre; — GT;| (5)
N5
1 Y )
RMSE = ,| = ) (Pre; — GT;) (6)
N5
P Q
Pre; =Y Y z(p,q) )
p=1q=1

Among them, N is the count of heads in a test sample, Pre; indicates the predicted
density map, and GT; indicates the marked head counting by manual in the given scenario.
z (p, q) represents the pixel value of the point (p, ), and P and Q indicate the length and
width of the estimated density map, respectively.

4.3. Datasets

In this work, we validate the proposed SASNet on the three mainstream crowd
datasets. Table 1 shows the details of the above three datasets, such as the name of the
dataset, resolution, and number of samples; and max, min, avg, and sum represent the
maximum number, minimum number, average number, and the count of instances in the
datasets, respectively.

Table 1. Details of ShanghaiTech, UCF_CC_50, and UCF_QNREF datasets.

Dataset Resolution No. of Samples Max Min Avg Sum
ShanehaiTech different 482 3193 33 501.4 241,677
& 768 x 1024 716 578 9 123.6 88,488
UCF_CC_50 different 50 4543 94 1279.5 63,974
UCF_QNRF 2013 x 2902 1535 12,865 49 815 1,251,642

4.3.1. ShanghaiTech

The ShanghaiTech dataset involves two different density parts. Part_A is a random
picture from the internet and has a high population density, and Part_B is from a com-
mercial street in Shanghai. This dataset successfully creates a challenging dataset across
different scene types and densities. Therefore, the scale change and distorted viewing
angle presented by this dataset provide new challenges and opportunities for many CNN-
based designs.

4.3.2. UCF_CC_50

The UCF_CC_50 datasets is a firstly challenging dataset structured from the internet.
It contains different angles of view distortion, various densities, and scenes. Motivated by
the existing 50 images, the UCF_CC_50 employs a fivefold cross-authentication protocol.
Just because of data deficiencies, even the SOTA CNN-based approaches cannot obtain the
best excellent results.

4.3.3. UCF_QNRF

The UCF_QNREF dataset is very challenging, with the increasing difficulty of crowd
counting motivated by the diversity of scenarios, such as distorted viewing angles, image
resolution, crowd density, and lighting variations. It contains 1535 images with a resolution
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of 2013 x 2902, annotating 1,251,642 people. What is noteworthy is that containing the
biggest number of people in an image is 12,865 at that time.

4.4. Results and Analysis

As we can see from Table 2, the SASNet shows a more stabilized performance than
the classical single column CNN method on the three datasets because the dual-column
architecture can extract effectively multi-scale features of an image. Compared with the
early multi-column CNN method, the proposed method also has significant performance,
which is mainly because our method extracts and retains the important details of the image,
reduces the layers of a network, and accelerates the speed of network convergence. To
be specific, the performance of SASNet is better than most advanced methods in terms of
RMSE on UCF_CC_50. From all lists, the proposed SASNet attains a competitive result that
achieves the lower MAE of 60.5 and RMSE of 101.3 on Part_A and the lower MAE of 184.3
and RMSE of 258.1 on the UCF_CC_50 datasets. Specifically, it acquires the best MAE of
91.1 and RMSE of 169.6 on the UCF_QNREF dataset. The significant improvements show
that SASNet can effectively handle population heterogeneous distribution.

Table 2. Comparison Experiment on ShanghaiTech Part_A, UCF_CC_50, and UCF_QNREF datasets.

Method ShanghaiTech Part_A UCF_CC_50 UCF_QNRF
MAE RMSE MAE RMSE MAE RMSE
MCNN [5] 110.2 173.2 377.6 509.1 2435 364.7
Switching CNN [28] 90.4 135 318.1 439.2 228 445
CMTL [18] 101.3 152.4 322.8 397.9 252 514
CSRNet [19] 68.2 115 266.1 397.5 120.3 208.5
PCCNet [29] 73.5 124 240 3155 149 247
TEDnet [30] 64.2 109.1 249.4 354.5 113 188
DSSINet [31] 60.6 96 216.9 302.4 99.1 159.2
MMNet [32] 60.8 99 209.7 309.7 104 178
HyGnn [33] 60.2 94.5 184.4 270.1 100.8 185.3
AMS-Net [34] 63.8 108.5 236.5 319.2 86.5 167.2
COMAL [35] 59.6 97.1 2319 333.7 102.1 178.3
SASNet (Ours) 60.5 101.3 184.3 258.1 91.1 169.6

Figure 3 displays the visual comparisons of different approaches on ShanghaiTech
Part_A. From left to right, the images in the first column are some samples. The second
column shows the ground truth by Manual annotation, and the third to fifth columns
show the estimation value generated by MCNN, CAT-CNN, and the proposed SASNet,
respectively. Through comparative analysis, the density map generated by this method
in population heterogeneous distribution can retain detailed information well, especially
when SASNet solves the problem of different scales in the process of crowd counting, and
the estimated count of people is closer to the ground truth.

In addition, to evaluate the feature representations of the proposed SASNet from
diverse scenes with various crowd density scenes, we divided the ShanghaiTech Part_A
test set into six groups according to the number of people in each scenario. Each set
indicates a specific density level and the corresponding average number of people. We
compared our method with two existing classic representative counting networks, MCNN
and CSRNet. The MCNN performs well in the relatively sparse scenes, and the CSRNet
performs well in crowded scenarios. However, the proposed HSRNet outperforms the two
models in all groups, which further proves that our approach can generate more precise
density maps in crowd heterogeneous distribution scenes. Figure 4 shows the histogram of
the results.
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Figure 3. Visual comparisons of different methods on ShanghaiTech Part_A. (a): the sample images.
(b): the ground truth. (c-e) correspond to the estimated density maps from MCNN, CAT-CNN, and
the proposed SASNet, respectively.
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Figure 4. The histogram of average counts estimated by different approaches on six density levels
from ShanghaiTech Part_A dataset.

5. Conclusions

This research designs a novel end-to-end SASNet that can generate high-level density
maps for crowd counting, which is an easily trained method. We adopt spatial pyramid
pooling and full convolution to obtain a scene adaptive segmentation ratio, and receive two
images of different densities. By training different views in the stage of crowd counting,
the number of people is estimated from the mentioned two parts of the image, respectively.
We conducted three mainstream crowd datasets compared with the SOTA performance.
In the next research, we could exploit the division approach of scene density levels and
extend our method to other counting tasks.
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