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Abstract: The safety of agricultural products is a guarantee of national security. The increasing variety
of pesticides used on crops has led to an increasing abundance of pesticide residues in agricultural
products, making pesticide residues an important factor in threatening health. Traditional indicators
for evaluating the safety of agricultural products, such as pass rates and residue rates, can only
qualitatively describe the level of pesticide residues. Isolated data leads to low data utilization, data
is distributed between different terminals or departments and cannot be shared, while the security of
private data needs to be ensured. Therefore, we propose a risk entropy model based on federated
learning. The model is able to quantitatively describe the risk level of agricultural products and
achieve data fusion without exposing private data in the federated learning model. In this paper, a
total of 90,510 agricultural product data samples from 2015 to 2019 are collected, with each sample
containing 58 indicators. The experimental results show that the developed food safety risk entropy
model can quantitatively reflect the level of risk in the target region and time interval. In addition,
we have developed a multidimensional data analysis tool based on federated learning, which can
achieve data integration across multiple regions and departments.

Keywords: food security; risk entropy; federated learning

1. Introduction

Although people around the world have paid more attention to food safety, it cannot be
completely guaranteed [1], and countries around the world are working on various factors
of food safety [2-7]. Nordhagen [8] summarized a review of the food safety perspectives
and practices of Nigerian consumers and suppliers. The future of food safety in Nigeria
focused on traditional markets for fruits and vegetables and less on closed survey questions
and self-reported data. Qin et al. [9] introduced the current status, sources, and mitigation
techniques of heavy metal pollution in agricultural soils in China. Ataei et al. [7] used
the Delphi technique to investigate the main challenges to food security in rural Iran,
which found eight categories as main challenges to food security: policy, economic, knowl-
edge and information, infrastructural, cultural, access to food, climate conditions, and
social challenges. In conclusion, many factors have an affect on food safety, and pesticide
residues have received more and more attention as a huge threat to human health and the
environment in recent years [10-14].

The problem of pesticide residues is a food safety and a major health issue for con-
sumers [15-18]. In [19], the extraction and analysis of pesticide residues in different types
of food from Bangladesh showed that only a few fish and most vegetable samples detected
pesticide residues exceeding the maximum limit. Jacquet et al. [15] through the detection
and analysis of pesticide residues of meat in some areas of Ghana, the result showed that
most of the organochlorine detection was below the maximum limit, but the bioaccumula-
tion of these pesticide residues may cause health problems. However, fruits and vegetables
are an important part of our daily diet, so pesticide residues in fruits and vegetables have a
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great impact on our lives. Therefore, the study of pesticide residues in fruits and vegetables
is also a very critical part of food safety [20].

Research on pesticide residues in fruits and vegetables has always been a hot topic in
food safety. Masud [21] studied the common pesticide residues of three mango varieties
collected in Multan, and the results showed that all samples were found to have a certain
degree of variation in pesticide residues. Qin et al. [22] studied the pesticide residues
in 123 vegetables and 130 fruits in western China and used the food safety index and
risk coefficient to measure the health hazards of pesticide residues to consumers. The
study showed that some pesticide residues in vegetables needed continuous monitoring.
Yitian Shao [23] analyzed pesticide residue data in fruits and vegetables for 8 years in
32 major cities in my country shows that the problems of excessive pesticide residues in
fruits and vegetables and banned pesticide residues are common in China.

In China, food testing institutions have been established at the national and provincial
levels, and the national standards are used to determine whether the food is qualified or
not. But two flaws cannot be avoided as follows,

*  Data Silos: From the Figure 1, we can see that the data among various departments
are private and cannot be exchanged. Hence, this has caused isolated data to form
between different departments and regions. The isolated data has the significant
impact on the macroscopic evaluation in food safety. The current work reflect only
one aspect of risk in the area of food safety, while it is not comprehensive. Due to the
protection of sampling data, the data is not fully used because that the isolation of
data between various places.

*  Quantitative Evaluation Metrics: The food testing institutions take sample at the
national, provincial, and local levels, which is only a qualitative summary of pesticide
residues in fruits and vegetables. There is no quantitative indicator to analyze the
risk of pesticide residues of the sample. The pass rate and residue rate are common
indicators for evaluating the risk of pesticide residues in food safety. In terms of
the pass rate, pesticide residues are inevitable even if they pass the check. The
accumulation of pesticides can also lead to risks. In terms of the residue rate, it can
only qualitatively indicate the presence or absence of pesticide residues in a sample,
not quantitatively indicate the level of specific residues.
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Figure 1. The data silos.

To solve those problems, we have developed a risk entropy tool for food safety based
on federated learning. Figure 2 shows the principle of federated learning in our method,
which convert the sampling data into the quantitative analysis of pesticide residues, and
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our tool can protect the data between different local situations, and maximize the use of
data information to build the risk entropy model.
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Figure 2. Federated learning model.

The privacy data used in our method is the pesticide detection data for agricul-
tural products from provincial departments. It includes 51 products and is divided into
11 categories. Each product has 58 detection indicators, and each indicator corresponds to
one pesticide. Specifically, the food safety risk entropy base on federated learning in five
steps as follows:

1.  The federated learning server sends the calculation method, parameters, and data
format of risk entropy to the clients in each department. The data format is shown in
Section 4.1 in Table 1.

2. According to the standard data format, privacy data is statistically grouped by year,
quarter, province, category, and product to represent the features.

3. Selecting features of different dimensions to form the privacy data within the group
(e.g., year is 2019 and quarters are 1 and 2).

4. Risk entropy is calculated for the data within the group. The privacy data is calculated
in the clients of each department, and the risk entropy is uploaded to the server for
aggregation and macroscopic evaluation.

5. Transferring the summarized risk entropy data to the clients of each department.

Table 1. Standard data format.

Years Quarters Provinces Categories Products DRy DRsg
2022 4 Hubei leafy vegetables  Chinese cabbage 0.005 ... 0.001
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The above five steps describe the process of our method, which can calculate each
department risk entropy and aggregate the risk entropy in whole departments. The
advantage of our method is that it can protect the privacy of original data and represent
the quantitatively level of pesticide residues in agricultural products. The experimental
results prove that compared with traditional risk evaluation metrics, the risk entropy of
agricultural safety can quantitatively represent the risk situation of agricultural products
and protect private data.

In summary, the contributions to this paper are as follows:

1.  We have designed a federated learning model to solve the data gap of various depart-
ments, which can maximize the use of data to optimize the model.

2. We have designed a model for calculating the risk entropy of pesticide residues in
fruits and vegetables, which can quantitatively to analyze the sampling data.

3. We have developed a multi-dimensional data analyzing tool to calculate the risk
entropy by selecting different dimensions and categories of data automatically.

4. Our approach pioneers the latest models and provides novel insights. Notably, this
paper can provide policymakers, environmental engineers, and agricultural techni-
cians with important insights on soil pollution control and management strategies
and technologies.

2. Related Work
2.1. Federated Learning

In 2016, Google first proposed the concept of federated learning [24], in which multiple
clients cooperate to solve machine learning problems with the coordination of a central
aggregator. It also allows the data trained in distributed computing and ensures privacy
in different parts [25-27]. Federated learning follows the two major ideas of local comput-
ing and model transfer, reducing system privacy risks and costs brought by traditional
centralized machine learning methods. Federated learning has been widely used in many
industries. Long et al. [28] focused on the challenges and solutions for applying federated
learning in a development banking environment. Brisimi et al. [29] proposed an iterative
clustering primordial-dual splitting algorithm (CPDS) based on federated learning to pre-
dict hospitalization by analyzing information from the old electronic health records of
patients. Yang et al. [24] proposed a tool that supported federated learning-driven develop-
ment of computer vision applications. It helped customers develop computer vision-based
security surveillance solutions for smart cities. It achieved significant efficiency gains
and cost reductions, while eliminating the need to transmit sensitive data for three major
enterprise customers.

2.2. Food Security

There are also many related studies on detecting and preventing food safety [30-33].
Kate et al. [34] proposed a text mining technique to identify complaints about food safety
posted by citizens in the network, thereby enabling government agencies to collect more
information on food safety, and demonstrating the effectiveness of the system in the
real deployment. Tao et al. [35] described the applications of textual data analytics
in food safety and food fraud monitoring, dietary pattern characterization, consumer
opinion mining, new product development, food knowledge discovery, food supply
chain management, and online food service. Its goal was to provide insights for intel-
ligent decision-making that improves food production, food safety, and human nutrition.
Bouzembrak and Marvin [36] proposed a potential Bayesian approach to food safety no-
tices for fruits and vegetables originating from India, Turkey, and the Netherlands from
2005 to 2015, based on climatic factors, agricultural factors, and economic factors in the
country of origin of the products. Identify and quantify the strength of direct relationships
and interactions between food safety and other factors. Geng et al. [37] proposed an early
warning method based on a deep radial basis function (DRBF) neural network fused with
analytic hierarchy process (AHP). The method experiments on the sterilized milk data in
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the food safety inspection data of a province in China, and the results showed that the DRBF
models have good generalization ability and effect for complex food safety inspection data.

3. The Quantitative Evaluation Method Based on Risk Entropy
3.1. Workflow

Figure 3 shows the risk entropy model of multi-departments agricultural products
based on federated learning. The model is divided into four parts, which are statistical
grouping, data pre-processing, risk entropy calculation, and data fusion. The working
principle is detailed in this section.

Years  Quarters Provinces Categories Products
chi

HCB  carbaryl

201 1 Hubei cabbage 0.0042 0.0001
2019 4 Henan cole brussels 5,04 0.0011 .
crops _sprouts
Original Data c <
\ \
X \
— /
/ —
/ A
Years  Quarters Province: s HCB  carbaryl
- s Minimum Small Sample
2015 I ubei 0.079 0.015 - 9 -~
E > Sampling Standards ~ Categorization
2015 4 Hubei :‘,'; broccoli 00135 00016 @
Intra-Group data Sparse Sample Matrix Data Pre-processing

Statistical Grouping Data Pre-processing
-
Servers Risk Entropy Matrix Sparse Risk Matrix
l | L |
Multi-source Data Fusion Risk Entropy Calculation

Figure 3. Workflow of risk entropy.

3.2. Statistical Grouping

Our dataset has the five dimensions information, which are years, province, quarters,
categories, and products, respectively. We can choose the dimensions we want as the
features of the statistical group. Take the dimensions of years and quarters as an example,
the statistical group will be calculated the risk entropy by the dimension of years and
quarters. We can choose different dimensions as the features of the statistical group
according to our actual needs, and can reflect the dependence between the data of different
dimensions. In this paper, we select three dimensions as the features of statistical grouping
to study, which are years, quarters, and products, individually.

3.3. Data Pre-Processing

It is assumed that the statistical grouping contains total of N samples, p indicators,
and k agricultural products, and the sampling size of the i-th agricultural product is #;,
Z?:l n; = N. Some of these agricultural products have a relatively small sample size, and
the randomness of individual samples is inaccurate overall. Therefore, in order to make
the risk entropy interpretable while avoiding the effect of randomness, we set a minimum
sample size X. We define a separate category, called the other category, and categorize
relatively small quantities of produce #; into this category when n; < X. By the above
operation, we generate a matrix M, which consists of the names of the agricultural products
as rows, the pesticide residue indicators as columns, and the sampling data as elements x,
as follows,
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X11 X12 ... xlp
X X X
M — 21 22 2p (1)
Xl Xn2 - Xngp

The elements in the matrix M have two values, one is “Not Residue (NR)” and the
other is the residual value. Due to the high sparsity of the sample data, most of the elements
in the matrix M take the value of “NR”. For subsequent analysis, the “NR” value in the
matrix M can be replaced by 1/2 LOD value (LOD is the minimum residual limit). To avoid
confusion, the substituted matrix is still denoted as M.

3.4. Risk Entropy Calculation

Entropy is a thermodynamic concept used to measure the degree of disorder in a
physical system. The lower the entropy, the more active the microscopic particles in the
system; the higher the entropy, the more stable the movement of the microscopic particles
in the system. Shannon [38] proposed the concept of “information entropy” to measure the
information contained in the system. Therefore, this paper attempts to propose the concept
of “risk entropy” to solve the problem of risk measurement of agricultural products and
testing indicators.

We have collected the n samples, each sample contains p detection indicators, x;; is
the I-th sample, the detection value of the j-th indicator (I =12,..,n;j =1,2,..., p).

rj=— (2)

where s; i is the standard value of the limit; 7; i is a dimensionless ratio, which is a quantitative
measure of the potential risk of the /-th sample, the j-th index is a quantitative measure
of the potential risk of the I-th sample and the j-th indicator. The risk entropy can be
defined as:

1
ejj = 1+c 1_21 hl]li’l(hl]) 3)
1
€= len(n;) @)
7"1]‘
hjp = = ©)
YT

We note that if the value of x;; is 0, then the values of r;; and hj; are also 0. It will cause
the risk entropy e; to be calculated incorrectly. Therefore, 1/2 LOD is used above to replace

“ND”. All risk entropy values are formed into a risk matrix E € R'*J:

e11 €12 ... 61p
e e .. e

E — 21 22 Zp (6)
€n1 en2 e elp

where each row represents a sample and each column represents a detection indicator.

Risk entropy is used as data masking that is a quantitative evaluation of the product
metrics. Hence, the risk entropy matrix is uploaded to the federated learning server for
data fusion.

3.5. Multi-Departments Data Fusion

The federated learning server can transmit the risk entropy algorithm to clients in
different departments. These clients use their own data to calculate risk entropy and
aggregate it in the server. Based on protecting the privacy and security of sensitive data, it
enables data fusion and efficient utilization in different departments.
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As seen above, risk entropy can quantitatively evaluate the safety of a product as a
way to identify potential risks. In addition, risk entropy is a cumulative macroscopic broad
metric. In the federated learning server, data fusion is performed based on the risk entropy
matrix E uploaded by departments. The formula is as follows:

P
Li =) wiej 7)
=1

where w;; € [0,1] is the weight and E;):l w;; = 1. The weight w is taken by the entropy
weight method.

4. Experimental Setup
4.1. Dataset

In this paper, the dataset comes from the agricultural products quality and safety
risk monitoring information system, which supports data collection and sharing, and
establishes a database for agricultural product quality and safety. The collected data is
labeled with information of five dimensions and 58 pesticide residue detection results
(DR). Table 1 shows the data format, which has 181 products and contains 90,510 data from
2015 to 2019. The minimum sampling size is set to 100, and all products are classified into
11 categories according to NY/T3177-2018 agricultural products classification rules.

4.2. Experimental Results
4.2.1. The Risk Entropy of Pesticide Residues

The risk entropy and detection indicators are shown in Figure 4, and the residual rate
and detection indicators are shown in Figure 5. The horizontal axis contains 58 pesticide
detection indicators, and the vertical axis contains 51 agricultural products. In order to
better observe the distribution of the risk entropy and find “products + indicators” with
high-risk. The high-risk products are placed below and the detection indicators are placed
on the right by the value of the risk entropy.

“Adonuz wsiy

w 0
> I NEM.IEIEWWWWI.-
R - RS - DR e oo [ ] oo o IR

Figure 4. Heat map of the risk entropy of pesticide, the row labels are the names of 51 agricultural
products and the columns are labelled with 58 indicators of pesticide residue detection. Darker
colours indicate higher values of the risk entropy.
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Figure 5. Heat map of the residual rate of pesticide, the row labels are the names of 51 agricultural
products and the columns are labelled with 58 indicators of pesticide residue detection. Darker
colours indicate that a greater proportion of the sample was detected for the corresponding pesticide.

We can find that there are obvious differences between Figures 4 and 5. The following
example illustrates the differences clearly. The residual rate of carbendazim in white
mushrooms are up to 34.40%, but the residues in the vast majority of samples are in the
safe range. In other words, although the residual rate is high, the risk is not serious, and
the risk entropy is only 0.26. In contrast, the residual rate of “leaf mustard + chlorothalonil”
is only 1.28%, and the risk entropy is up to 0.94. The reason for this phenomenon is that the
residues of mustards with chlorothalonil are very large, and if the product is unfortunately
eaten, it will lead to a serious food safety threat.

It can be seen from the above example that the residual rate can only qualitatively
indicate whether the product corresponds to a residue of the test indicator. In fact, residue
levels are critical in food safety risks. Current evidence supports the view that risk entropy
can quantitatively describe potential risks in products and metrics, and that risk scales can
be identified with greater accuracy than traditional metrics.

4.2.2. Overall Evaluation

Figure 6 shows the summary of data for each quarter from 2015 to 2019, including
risk entropy, residue rate, and pass rate. Generally, it can be observed that the pass rate is
gradually increasing, the residual rate is decreasing, and the corresponding risk entropy
is decreasing every year. It is worth mentioning that risk entropy is very sensitive to
risk perception. For example, in the first quarter of 2018, compared with the previous
quarter, there is a slight decrease in the pass rate while the residual rate increased slightly.
At this time, the risk entropy will be significantly increased and a risk warning will be
issued. Therefore, risk entropy can help relevant departments to capture risks and issue
early warnings.
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Figure 6. Overall evaluation.

4.2.3. The Multi-Dimensional Data Analysis Tool

We have developed “the Multi-dimensional Data Analysis Tool”. The risk entropy
of the data within the group can be calculated by concise operation. The tool is shown in
Figure 7. After selecting the data for analysis, clicking ‘Insert” will calculate the risk entropy
and generate result.

# Selec the Ansiysi Dimension - o x

Provinces

I lablab

™ leaf mustard ™ leaf lettuce ™ wemella fuciformis ™ kales I taro

Figure 7. The multi-dimensional data analysis platform.

In order to illustrate the effects of the tool, it is divided into three sections. First,
observe the risk entropy of “Year + Category’. The province is ‘Hubei’, the years are
2015, 2016, 2017, 2018, 2019 and the category is ‘All’. Figure 8 shows the corresponding
calculation results that the trend of risk entropy for all categories is decreasing annually. In
2015, the risk entropy of ‘root and starchy underground vegetables’, ‘gourd vegetables’,
‘edible mushrooms’, and ‘bulb vegetables’ are the highest of the five years, achieving 0.18,
0.15, 0.30, and 0.36, respectively. Therefore, we must focus on agricultural products in 2015.

Next, we will observe the entropy of risk for each category specifically in 2015. We
select the province as ‘Hubei’, the year is "2015” and the category is “‘All’. The risk entropy
of ‘Category + Indicator” can be clearly seen in Figure 9. Among the indicators for edible
mushrooms, Cysticercus has the highest risk value of 0.70. In addition, carbendazim,
benconazole and pyrimethanil are at higher risk. Future work could focus on optimization
of the high-risk ‘category + indicator’.

Finally, we pay attention to ‘Product + Indicator” in Figure 10. After selecting the
province as "Hubei’, the year as 2015, and the product as “All’, most of the risks are concen-
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trated on the indicators of ‘chlorothalonil’, “azoxystrobin’, “iprodione’, ‘carbendazim’, and

‘procymidone’. The risk entropy of azoxystrobin in water spinach is 0.89. The risk entropy

of azoxystrobin in flowering chinese cabbage is 0.88. The risk entropy of chlorothalonil and
iprodione in other green leafy vegetables are 0.89 and 0.88, respectively. In future work, we
must focus on these agricultural products of indicators.

qe)
o
, o S{Q
e, 6

(Iq /e
%, Soy, 0.9(,.-
"Ore, o n;
% cf:o"ﬂo*%f‘a@ e, Sor, "oy Cugg
o 2 ®. Y8
Ger,, 9er,, Ieg,, O Shy, Oeg, og, Yo
%,@s %y < op leg ss’ba 00’7?.3- %"es % Vo A .

| | | | | | | |
2019 — 0.14 014 016 016 016 019 022 020

2017 - 0.14 014 015 017 017 020 022 .
2018 - 0.14 014 015 016 016 019 ..

2016 - 0.14 016 015 016 016 023 022 .

2015 - 0.15 018 015 016 021 017 .

Figure 8. Heat map of the risk entropy of ‘Year + Category’, row labels are years, from 2015 to
2019 and column labels are 8 agricultural categories. Darker colours indicate higher values of the
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Figure 9. Heat map of the risk entropy of ‘Categoriy + Indicator’, the row labels are the names of 8
agricultural categories and the columns are labelled with 58 indicators of pesticide residue detection.

Darker colours indicate higher values of the risk entropy.
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Figure 10. Heat map of the risk entropy of ‘Product + Indicator’, the row labels are the names of 31
agricultural products and the columns are labelled with 58 indicators of pesticide residue detection.
Darker colours indicate higher values of the risk entropy.
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5. Threats of Validity

Threats to internal validity come from implementation errors in experiments. Leveraging
off-the-shelf third-party libraries (https://github.com/OpenMined /PySyft (accessed on
28 January 2021)) to implement the federated learning model may mitigate these threats.
Threats to external validity come from incomplete data. The data set comes from the
Agricultural Product Quality and Safety Risk Monitoring Information System, including
90,510 product data from 2015 to 2019, and each datum has 58 pesticide residue indicators.
However, these 58 indicators cannot fully represent the risks of agricultural products, and
more indicators of pesticide residues should be measured. Threats to construct validity
mainly focus on the rationality of evaluation indicators. This paper designs a new risk
assessment method: food safety risk entropy. The role of food safety risk entropy is
described from the aspects of the macro-level, micro-level, timeline, and so on. These can
make our analysis of experimental results more rigorous.

6. Conclusions and Future Work
6.1. Conclusions

Food safety is the focus of social work and the guarantee of national development.
The safety of agricultural products is the most critical component in food safety. The
evaluation indicators of traditional agricultural products (e.g., pass rate, residue rate) can
only qualitatively represent the pesticide residues in the agricultural product and the
qualitative indicators do not directly reflect the degree of risk in food. The purpose of
this study is to devise a method to quantify risk and assess risk in existing agricultural
products. This paper proposes a method called food safety risk entropy based on federated
learning. This method clusters data with similar characteristics through statistical grouping
and introduces the concept of ‘entropy’ in thermodynamics to quantify risk. The federated
learning model is used to aggregate isolated data and ensure the security of data. Further,
we verify 90,510 products in China and compare the effect of traditional indicators (residual
rate and qualified rate). The experimental results show that the risk entropy is sensitive to
pesticide residues in agricultural products and can be used as a new evaluation indicator
for agricultural products. In summary, this paper contributes as follows: First, a novel
method is introduced for food safety risk assessment. Second, we develop the federated
learning methods to integrate isolated data between departments and regions. Third, our
method ensures the security of private data and the results can be shared globally. Fourth,
a multi-dimensional data analysis tool is developed, which provides a convenient way for
a non-professional person to use.

6.2. Future Work

This research can be improved in the following aspects in the future: First, only 58
pesticide residue indicators are included in the product data. These indicators are not
comprehensive, and more comprehensive data should be collected for risk assessment in
the future. Second, products with the sampling size of less than 100 are classified as other
categories in this study. However, it does not mean that these products are not important.
More relevant data should be collected and added to the data set to ensure the generality of
the experimental results. Finally, the research data in this paper comes from the agricultural
products, and cannot directly represent the risk to human health. Actual risks include the
ability of the body to metabolize different pesticide residues. This is an interesting question
that could be usefully explored in further research. Despite its limitations, the research
provides new ideas in the field of food safety.
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