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#### Abstract

With increasing demands from both military and civilian applications, ground movingtarget imaging is becoming one of the important research topics for high-resolution SAR systems. However, the existing moving-target imaging methods are not suitable for high-resolution SAR because of their low parameter estimation accuracy and high computational complexity. To solve the problem, an improved ground moving-target parameter estimation and imaging method is proposed. First, the third-order phase model of the uniformly accelerated target signal is constructed, and the Hough transform and the second-order Keystone transform (SOKT) are used to correct the range cell migration into one range cell to achieve target coherent accumulation. Secondly, a delayed cross-correlation function (DCCF) is constructed to reduce the order of the range migration phase response in the slow time domain, and the coupling degree between the cross-correlation peak position and the range migration is reduced, so that the obtained DCCF has a higher gain, which ensures the accuracy of parameter estimation. Parameter estimation is simplified to peak detection by the Shift-And-Correlation (SAC) algorithm and two-dimensional Fourier transform (2D-FFT), avoiding parameter search. Compared with the existing methods, the proposed method has better focusing effect and lower computational complexity. Finally, simulation and measured data are given to verify the effectiveness of the proposed method.
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## 1. Introduction

Synthetic Aperture Radar (SAR) is widely used in military and civilian fields due to its high-resolution imaging of a target, its large coverage, and its all-weather capability [1-3]. Ground moving-target detection based on multi-channel SAR plays an increasingly important role in battlefield surveillance, traffic surveillance and other applications [4-6]. The conventional SAR imaging algorithm is designed for stationary targets in the observation scene, which uses motion parameters and the slant range history between the platform and the target to obtain focused imaging. Because the motion parameters of the target are not known, the moving target is defocused in SAR images and deviates from its real position, which makes it difficult to detect, identify and locate the target. Therefore, in order to obtain a well-focused image of a moving target, the motion parameters of the target must be accurately estimated.

In high-resolution SAR images, moving-target refocusing can not only improve the signal-to-noise ratio of the target, but also the focused target can reflect its structure and attitude to a certain extent, which is conducive to target recognition and classification. Therefore, moving-target imaging has become one of the hotspots of SAR-GMTI research.

With the improvement of SAR resolution and the continuous increase of synthetic aperture time, the high-order range migration caused by target motion cannot be ignored, which will increase the difficulty of range cell migration correction (RCMC) and parameter estimation. There are two problems in the existing moving-target parameter estimation. (1) Ignoring the range migration caused by high-order terms leads to poor parameter estimation accuracy [7,8]. For high-resolution SAR systems, ignoring the high-order terms of range migration will cause residual range migration, resulting in a large parameter estimation error. For example, reference [7] did not consider the third-order term when performing the instantaneous slant-range expansion. Although reference [8,9] constructed a third-order slant range model, the influence of the third-order range migration on the cross-correlation function was ignored in the parameter estimation; as a result, the energy of DCCF could not be gathered into the same range cell. (2) In order to pursue the accuracy of parameter estimation, the method of parameter traversal is used to search for the optimal value, which increases the computational complexity [10-12]. For example, reference [13] uses the Chirp Scaling Algorithm (CSA) to image moving targets, and reference [8] uses SOKT, Radon, Fourier transform and parameter search to obtain focused moving targets. Reference [14] traverses all range frequency points in the range frequency-azimuth-time domain and takes the average value as the estimation result. Reference [15] uses the convolutional neural network for moving-target imaging, which requires a large number of training data sets.

Reference [9] proposed an algorithm called keystone transform and coherently integrated cubic phase function (KT-CICPF). The DCCF of KT-CICPF is constructed before RCMC. In the DCCF constructed by KT-CICPF, the energy of the moving target is dispersed into multiple range cells, resulting in defocusing of the peak of the constructed parameter estimation plane. In addition, when the RCMC is performed, the movement amount of the third-order term is ignored, resulting in parameter estimation errors.

Aiming at the above two problems, this paper proposes an improved moving-target imaging method based on high-order parameter estimation. Firstly, the Hough transform and the SOKT are used to correct the range migration to improve the coherent accumulation gain of the target. Secondly, the DCCF is constructed to reduce the order of the range migration phase response in the slow-time domain. Different from the existing methods $[10,11,13,14,16,17]$, the proposed method constructs the DCCF after the RCMC and compensates the residual range migration with the estimated third-order terms. The proposed method can obtain the DCCF with a higher integral gain, which ensures the performance of parameter estimation. In addition, the proposed method simplifies parameter estimation to peak detection through the SAC algorithm and 2D-FFT, avoiding parameter search.

In this paper, focus imaging is performed on the raw data. So, clutter suppression, target detection and target signal extraction are necessary before refocusing the moving target. After clutter suppression and target detection, the background is sufficiently uncluttered. The proposed method can be summed up five steps. Step I: Clutter suppression and target detection based on multi-channel and target signal extraction. Step II: The RCMC is realized by Hough transform and SOKT. Step III: Constructing DCCF to reduce the third-order phase in the slow-time domain to second-order; then the parameter estimation is converted into peak detection with the SAC algorithm and 2D-FFT, which simplify the parameter estimation process. Step IV: The moving-target focusing imaging is performed by the estimated third-order phase coefficient. Finally, based on the estimated parameters, the target is relocated.

The remainder of this paper is structured as follows. In Section 2, the third-order signal model of the uniformly accelerated target is constructed. In Section 3, an improved ground moving-target parameter estimation and imaging method for multichannel high-resolution SAR is proposed. In Section 4, the imaging process of a moving target based on the measured data is given. In Section 5, the effectiveness of the proposed method is verified
by simulation and measured data. In Section 6, the proposed method is summarized and discussed.

## 2. Signal Model

In the two-dimensional slant plane, the observation geometry between the side-looking airborne SAR platform with velocity $v$ ( $x$-axis direction) and a ground moving target is shown in Figure 1. At the azimuth time $t_{a}=0$, there is a target moving with uniform acceleration at the same azimuth position of the platform, and the coordinate position of the moving target is $P_{0}=\left(0, R_{0}\right)^{T}$, where $T$ stands for vector transposition. This paper assumes that the target is accelerated uniformly. Its initial velocity and acceleration vectors along-track and cross-track are $V_{t}=\left[v_{x}, v_{r}\right]^{T}$ and $a_{t}=\left[a_{x}, a_{r},\right]^{T}$, respectively. After a period of time, the target moves to $P_{t}$, and the instantaneous coordinates of the moving target can be expressed as

$$
\begin{equation*}
P_{t}=P_{0}+V_{t} t_{a}+\frac{1}{2} a_{t} t_{a}^{2}=\left[v_{x} t_{a}+\frac{1}{2} a_{x} t_{a}^{2} R_{0}+v_{r} t_{a}+\frac{1}{2} a_{r} t_{a}^{2}\right]^{T} \tag{1}
\end{equation*}
$$

According to the geometric relationship between the radar and the moving target, the instantaneous range from the antenna phase center to the moving target can be written as [2]

$$
\begin{equation*}
R\left(t_{a}\right)=\sqrt{\left(v t_{a}-v_{x 0} t_{a}-\frac{1}{2} a_{x} t_{a}^{2}\right)^{2}+\left(R_{0}-v_{r} t_{a}-\frac{1}{2} a_{r} t_{a}^{2}\right)^{2}} \tag{2}
\end{equation*}
$$

For high-resolution SAR systems, due to the existence of target acceleration, the instantaneous range $R\left(t_{a}\right)$ can be expanded to the third-order term based on the Taylor series expansion. Ignoring the fourth and above higher orders, we can obtain [8,14,18,19]

$$
\begin{equation*}
R\left(t_{a}\right) \approx R_{0}+a_{1} t_{a}+a_{2} t_{a}^{2}+a_{3} t_{a}^{3} \tag{3}
\end{equation*}
$$

where $a_{1}=-v_{r}, a_{2}=\frac{\left(v-v_{x}\right)^{2}}{2 R_{0}}-\frac{a_{r}}{2}, a_{3}=\frac{v_{r}\left(v-v_{x}\right)^{2}}{2 R_{0}^{2}}+\frac{a_{x}\left(v_{x}-v\right)}{2 R_{0}}$ are the unknown parameters that need to be estimated.


Figure 1. The observation geometry between airborne SAR platform and a moving target.
The system transmits a linear frequency modulation signal, and, after pulse compression in range direction, the received baseband signal can be expressed as [20]

$$
\begin{equation*}
S_{1}\left(t_{r}, t_{a}\right)=A w_{a}\left(t_{a}\right) \operatorname{sinc}\left[B\left(t_{r}-\frac{2 R\left(t_{a}\right)}{c}\right)\right] \exp \left\{-j \frac{4 \pi f_{c} R\left(t_{a}\right)}{c}\right\} \tag{4}
\end{equation*}
$$

$A$ is the product of the complex reflectivity and the range compression gain of the target, $w_{a}\left(t_{a}\right)=\operatorname{rect}\left(\frac{t_{a}}{T_{s}}\right)$ represents the azimuth window function, $\operatorname{sinc}(\cdot)$ represents the
point spread function, and $B, c$ and $f_{c}$ represent the bandwidth of the transmitted signal, the speed of light and the signal carrier frequency, respectively.

By calculating the first and second derivatives of the phase of Equation (4), the Doppler shift and the instantaneous azimuth modulation frequency of the moving target can be written down, respectively [10]:

$$
\begin{equation*}
f_{d c}=\frac{2 v_{r}}{\lambda}, \mathrm{Ka}=\frac{4\left(a_{2}+3 a_{3} t_{a}\right)}{\lambda} \tag{5}
\end{equation*}
$$

where $\lambda=c / f_{c}$ represents the wavelength of the signal. The received signal in the range-frequency domain can be expressed as [9]

$$
\begin{align*}
S_{1}\left(f_{r}, t_{a}\right) & =A w_{a}\left(t_{a}\right) \operatorname{rect}\left(\frac{f_{r}}{B}\right) \exp \left\{-j \frac{4 \pi\left(f_{r}+f_{c}\right)}{c} R\left(t_{a}\right)\right\} \\
& =A w_{a}\left(t_{a}\right) \operatorname{rect}\left(\frac{f_{r}}{B}\right) \exp \left\{-j \frac{4 \pi\left(f_{r}+f_{c}\right)}{c}\left(R_{0}+a_{1} t_{a}+a_{2} t_{a}^{2}+a_{3} t_{a}^{3}\right)\right\} \tag{6}
\end{align*}
$$

It can be seen from Equation (5) that the Doppler frequency rate of the moving target is not only affected by the target motion, but is also time-varying. Therefore, it is difficult to obtain a good focusing effect only using second-order parameter estimation.

For a moving target, $a_{1}$ causes the range walk and Doppler center shift, parameters $a_{2}$ and $a_{3}$ produce range curvature and Doppler spectral broadening. In a synthetic aperture time $T_{s}$, the range migration spans multiple range cells. The range walk and range curvature caused by the target movement can be written, respectively, as [8,21]:

$$
\begin{gather*}
R_{\text {walk }}=a_{1} T_{s}  \tag{7}\\
R_{\text {cure }}=a_{2} T_{s}^{2}+a_{3} T_{s}^{3} \tag{8}
\end{gather*}
$$

When the range migration is greater than half the range cell interval, the range migration must be corrected to achieve azimuth focusing [22]. For high-resolution SAR systems, the range migration generated by Equations (7) and (8) spans multiple range cells. Since the target motion parameters are unknown, the use of stationary target parameters for imaging will result in a mismatch between residual range migration and azimuth compression, which will eventually lead to defocusing of moving targets in the SAR image and deviation from the true position of the target.

## 3. The Proposed Method

In this section, an improved ground moving-target parameter estimation and imaging method for multichannel high-resolution SAR is proposed. Firstly, the Hough and SOKT are used to correct the range migration to achieve target coherent accumulation. Secondly, DCCF is constructed to reduce the order of the range migration phase response in the slow time domain. Then, the parameter estimation is converted into peak detection with the SAC algorithm and 2D-FFT, which simplifies the parameter estimation process. Finally, the moving-target focusing imaging and relocation are performed based on the estimated parameter.

### 3.1. Rcmc Based on Hough-SOKT

When the squint angle or the radial velocity of the target is large, the Doppler center shift is large, and the range walk is usually larger than the range curvature. In order to reduce the coupling effect of range walk and range curvature, the first-order term in Equation (3) must be corrected to remove the main component in the range migration. In the two-dimensional time domain, the range walk appears as an oblique line in the image, and its slope is proportional to the radial velocity of the target [23]. Therefore, Hough transform can be used to transform the estimation of the range walk into the estimation of walk inclination to realize range walk correction. In the two-dimensional
time domain, Hough transform uses the trajectory information of the moving target to estimate parameters, so there is no need to worry about the influence of Doppler spectrum ambiguity on the estimation result of the Doppler centroid.

The schematic diagram of the two-dimensional time domain Hough transform is shown in Figure 2, where $\theta$ is the angle between the target's moving direction and the azimuth direction, and the Hough transforms a straight line in the coordinate space into a peak point in the parameter space $(\rho, \theta)$. The inclination of the line can be estimated by detecting the position of the peak in the transform domain.

The relationship between the estimated value of the radial velocity $v_{r}$ and $\theta$ can be written as [23]

$$
\begin{equation*}
\widehat{v_{r}}=\frac{c \cdot P R F}{2 f_{s}} \tan (\theta) \tag{9}
\end{equation*}
$$

where $P R F$ and $f_{s}$ denote the azimuth and range sampling frequencies, respectively.
The estimated Doppler center is $f_{r e f}=2 \widehat{v_{r}} / \lambda$. In the azimuth-time domain and rangefrequency domain, the required phase compensation for the range walk in Equation (6) can be written as $[10,24]$

$$
\begin{equation*}
H_{f d c}\left(f_{r}, t_{a}\right)=\exp \left\{-j 2 \pi f_{r e f} \frac{f_{r}+f_{c}}{f_{c}} t_{a}\right\} \tag{10}
\end{equation*}
$$

For Equation (6), error in $v_{r}$ leads to the residual of the range walk after correction. Therefore, the signal of the moving target after range walk correction can be expressed as

$$
\begin{equation*}
S_{2}\left(f_{r}, t_{a}\right)=A w_{a}\left(t_{a}\right) \operatorname{rect}\left(\frac{f_{r}}{B}\right) \exp \left\{-j \frac{4 \pi\left(f_{r}+f_{c}\right)}{c}\left(R_{0}+a_{1}^{\prime} t_{a}+a_{2} t_{a}^{2}+a_{3} t_{a}^{3}\right)\right\} \tag{11}
\end{equation*}
$$

where $a_{1}^{\prime}=a_{1}+\widehat{v}_{r}$ is the residual first-order term after range walk correction.


Figure 2. Hough transform schematic (the red line is the estimated range walk, and the black curve is the real range migration).

After the range walk correction, the residual amount of the first-order term is small, and the main component of the residual range migration is the range curvature. The SOKT is used to correct the range curvature $[10,19,25]$. The new azimuth-time variable is denoted by $t_{m}$, and the azimuth-time scale transformation relation is as follows [8]

$$
\begin{equation*}
t_{a}=\sqrt{\frac{f_{c}}{f_{r}+f_{c}}} \cdot t_{m} \tag{12}
\end{equation*}
$$

Substituting Equation (12) into Equation (11), the azimuth-time domain and rangefrequency domain signal after the SOKT is

$$
\begin{equation*}
S_{3}\left(f_{r}, t_{m}\right)=A w_{a}\left(t_{m}\right) \operatorname{rect}\left(\frac{f_{r}}{B}\right) \exp \left\{-j \Phi_{1}\left(f_{r}, t_{m}\right)\right\} \tag{13}
\end{equation*}
$$

The expression of $\Phi_{1}\left(f_{r}, t_{m}\right)$ in the above equation is written as

$$
\begin{align*}
\Phi_{1}\left(f_{r}, t_{m}\right)= & \frac{4 \pi\left(f_{r}+f_{c}\right)}{c} R_{0}+\frac{4 \pi}{c} \sqrt{f_{c}\left(f_{r}+f_{c}\right)} a^{\prime}{ }_{1} t_{m} \\
& +\frac{4 \pi f_{c}}{c} a_{2} t_{m}^{2}+\frac{4 \pi f_{c}}{c} \sqrt{\frac{f_{c}}{f_{c}+f_{r}}} a_{3} t_{m}^{3} \tag{14}
\end{align*}
$$

In the range-frequency domain and azimuth-time domain, the coupling between the quadratic term $t_{m}^{2}$ and $f_{r}$ has been removed after the SOKT, indicating that the range curvature has been corrected.

Generally, the SAR systems satisfies $f_{r} \ll f_{c}$, and there is an approximate relationship [19]

$$
\left\{\begin{array}{l}
\sqrt{f_{c}\left(f_{r}+f_{c}\right)} \approx\left(\frac{1}{2} f_{r}+f_{c}\right)  \tag{15}\\
\sqrt{\frac{f_{c}}{f_{c}+f_{r}}} \approx\left(1-\frac{f_{r}}{2 f_{c}}\right)
\end{array}\right.
$$

Substituting Equation (15) into Equation (14) yields

$$
\begin{align*}
\Phi_{1}\left(f_{r}, t_{m}\right) \approx & \frac{4 \pi\left(f_{r}+f_{c}\right)}{c} R_{0}+\frac{4 \pi f_{c}}{c} a^{\prime}{ }_{1} t_{m}+\frac{2 \pi f_{r}}{c} a^{\prime}{ }_{1} t_{m}  \tag{16}\\
& +\frac{4 \pi f_{c}}{c} a_{2} t_{m}^{2}+\frac{4 \pi f_{c}}{c} a_{3} t_{m}^{3}-\frac{2 \pi f_{r}}{c} a_{3} t_{m}^{3}
\end{align*}
$$

Transforming Equation (13) into the two-dimensional time domain, the range-azimuth two-dimensional time domain signal after the SOKT can be obtained as

$$
\begin{equation*}
S_{3}\left(t_{r}, t_{m}\right)=A w_{a}\left(t_{m}\right) \operatorname{sinc}\left[B\left(t_{r}-\frac{2 R_{0}+a^{\prime}{ }_{1} t_{m}-a_{3} t_{m}^{3}}{c}\right)\right] \exp \left\{-j \Phi_{1}\left(t_{r}, t_{m}\right)\right\} \tag{17}
\end{equation*}
$$

The expression of $\Phi_{1}\left(t_{r}, t_{m}\right)$ in the above equation is written

$$
\begin{equation*}
\Phi_{1}\left(t_{r}, t_{m}\right)=\frac{4 \pi f_{c}}{c}\left(R_{0}+a^{\prime}{ }_{1} t_{m}+a_{2} t_{m}^{2}+a_{3} t_{m}^{3}\right) \tag{18}
\end{equation*}
$$

Typically, the range migration due to the cubic term is less than one range cell. Moreover, the residual term of the first-order corrected by Hough transform is small. After Hough and SOKT processing, most of the target's energy is concentrated into a range cell.

### 3.2. Construction of DCCF

In this paper, DCCF is constructed in the range-frequency domain and the azimuthtime domain to reduce envelope shift and the order of phase response in the slow-time domain. Thereby, the accuracy of range migration correction is improved and the estimation of target motion parameters is simplified. Different from the method in reference [19], in this paper, the DCCF is constructed after RCMC, which reduces the coupling degree between the peak position of the DCCF and the target range migration. The obtained cross-correlation function has higher gain, which ensures the performance of parameter estimation.

After the processing in Section 3.1, although the third and sixth items in Equation (16) still have the signal envelope shift caused by the residual range-azimuth coupling, the impact is small. The energy of the moving target is basically corrected to within a range cell. For Equation (13), the DCCF constructed in the range-frequency domain and azimuth-time domain is as follows [10,25]

$$
\begin{align*}
& S_{4}\left(f_{r}, t_{m}\right)=S_{3}\left(f_{r}, t_{m}\right) S_{3}^{*}\left(f_{r}, t_{m}-t_{0}\right) \\
& =|A|^{2} w_{a}\left(t_{m}\right) w_{a}\left(t_{m}-t_{0}\right) r e c t^{2}\left(\frac{f_{r}}{B}\right) \exp \left\{-j \Delta \Phi_{1}\left(f_{r}, t_{m}\right)\right\} \tag{19}
\end{align*}
$$

where $t_{0}$ denotes the fixed delay given by $T_{s} / 4[10,25]$.
By combining Equations (13) and (19), the range cell migration factor concerning $a_{3}$ in $S_{4}\left(f_{r}, t_{m}\right)$ can be obtained. It can be written as

$$
\begin{equation*}
H_{0}\left(f_{r}, t_{m}\right)=\exp \left\{j \frac{4 \pi}{\lambda} \sqrt{\frac{f_{c}}{f_{c}+f_{r}}} a_{3}\left(t_{0}^{3}+3 t_{0} t_{m}^{2}-3 t_{0}^{2} t_{m}\right)\right\} \tag{20}
\end{equation*}
$$

The range cell migration caused by $a_{3}$ will be compensated in Equation (30). Substituting Equation (16) into Equation (19), we can obtain the last factor of Equation (19) as

$$
\begin{align*}
H_{1}\left(f_{r}, t_{m}, t_{0}\right)= & \exp \left\{-j \Delta \Phi_{1}\left(f_{r}, t_{m}\right)\right\} \\
\approx & \exp \left\{-j \frac{4 \pi f_{c}}{c}\left(a^{\prime}{ }_{1} t_{0}-a_{2} t_{0}^{2}+a_{3} t_{0}^{3}\right)\right\} \\
& \times \exp \left\{-j \frac{4 \pi f_{c}}{c}\left(2 a_{2} t_{0}-3 a_{3} t_{0}^{2}\right) t_{m}\right\} \times \exp \left\{-j \frac{12 \pi f_{c}}{c} a_{3} t_{0} t_{m}^{2}\right\}  \tag{21}\\
& \times \exp \left\{-j \frac{2 \pi f_{r}}{c}\left(a^{\prime}{ }_{1} t_{0}-a_{3} t_{0}^{3}\right)\right\} \times \exp \left\{j \frac{6 \pi f_{r}}{c} a_{3}\left(t_{0} t_{m}^{2}-t_{0}^{2} t_{m}\right)\right\}
\end{align*}
$$

The fifth term in $H_{1}\left(f_{r}, t_{m}, t_{0}\right)$ still has range-azimuth coupling, which corresponds to the residual migration after range migration correction.

Substituting Equation (21) into (19), and performing the IFFT in the range dimension, we can obtain

$$
\begin{align*}
& S_{4}\left(t_{r}, t_{m}\right) \\
& =|A|^{2} w_{a}\left(t_{m}\right) w_{a}\left(t_{m}-t_{0}\right) \operatorname{sinc}\left[B\left(t_{r}-\frac{a^{\prime}{ }_{1} t_{0}-a_{3} t_{0}^{3}}{c}+\frac{3 a_{3}\left(t_{0} t_{m}^{2}-t_{0}^{2} t_{m}\right)}{c}\right)\right]  \tag{22}\\
& \quad \times \exp \left\{-j \frac{4 \pi f_{c}}{c}\left[\left(2 a_{2} t_{0}-3 a_{3} t_{0}^{2}\right) t_{m}+3 a_{3} t_{0} t_{m}^{2}\right]\right\}
\end{align*}
$$

The residual range migration $\Delta R=\left|3 a_{3}\left(t_{0} t_{m}^{2}-t_{0}^{2} t_{m}\right)\right|$ is generally less than a range cell and can be ignored (we will use Equation (30) to compensate for the approximation error here). Therefore, the two-dimensional time domain cross-correlation function can be obtained as

$$
\begin{align*}
& S_{4}\left(t_{r}, t_{m}\right) \\
& \approx|A|^{2} w_{a}\left(t_{m}\right) w_{a}\left(t_{m}-t_{0}\right) \operatorname{sinc}\left[B\left(t_{r}-\frac{a^{\prime}{ }_{1} t_{0}-a_{3} t_{0}^{3}}{c}\right)\right] \\
& \quad \times \exp \left\{-j \frac{4 \pi f_{c}}{c}\left[\left(a^{\prime}{ }_{1} t_{0}-a_{2} t_{0}^{2}+a_{3} t_{0}^{3}\right)+\left(2 a_{2} t_{0}-3 a_{3} t_{0}^{2}\right) t_{m}+3 a_{3} t_{0} t_{m}^{2}\right]\right\}  \tag{23}\\
& =\sigma\left(t_{m}\right) \operatorname{sinc}\left[B\left(t_{r}-\frac{a^{\prime}{ }_{1} t_{0}-a_{3} t_{0}^{3}}{c}\right)\right] \exp \left\{-j \frac{4 \pi f_{c}}{c}\left[\left(2 a_{2} t_{0}-3 a_{3} t_{0}^{2}\right) t_{m}+3 a_{3} t_{0} t_{m}^{2}\right]\right\}
\end{align*}
$$

where

$$
\begin{aligned}
& \sigma\left(t_{m}\right)=\operatorname{rect}\left(\frac{t_{m}}{T_{s}}\right) \operatorname{rect}\left(\frac{t_{m}-t_{0}}{T_{s}}\right)|A|^{2} \exp \left\{-j \frac{4 \pi f_{c}}{c}\left[\left(a^{\prime}{ }_{1} t_{0}-a_{2} t_{0}^{2}+a_{3} t_{0}^{3}\right)\right]\right\} \\
& =\left\{\begin{array}{c}
|A|^{2} \exp \left\{-j \frac{4 \pi f_{c}}{c}\left[\left(a^{\prime}{ }_{1} t_{0}-a_{2} t_{0}^{2}+a_{3} t_{0}^{3}\right)\right]\right\},-\frac{T_{s}}{2}+t_{0}<t_{m}<\frac{T_{s}}{2} \\
0, \text { else }
\end{array}\right.
\end{aligned}
$$

It can be seen from Equation (23) that the energy of the moving target is concentrated into a range cell after the above processing, and the order of the range migration phase response in the slow-time domain is reduced. The purpose of reducing the complexity of parameter estimation and improving the accuracy of parameter estimation is achieved.

The signal of the range cell where the peak of DCCF is located is a linear frequency modulation signal in the slow-time domain. It can be written as

$$
\begin{equation*}
S_{5}\left(t_{m}\right)=S_{4}\left(F_{0}, t_{m}\right)=\omega \exp \left\{j 2 \pi\left(F_{1} t_{m}+0.5 F_{2} t_{m}^{2}\right)\right\},-\frac{T_{s}}{2}+t_{0}<t_{m}<\frac{T_{s}}{2} \tag{24}
\end{equation*}
$$

where $\omega$ is the envelope of the signal. For given system parameters, $\omega$ is a constant. $F_{0}=\frac{a^{\prime} t_{0}-a_{3} t_{0}^{3}}{c}, F_{1}=-\frac{4 a_{2} t_{0}-6 a_{3} t_{0}^{2}}{\lambda}$ and $F_{2}=-\frac{12 a_{3} t_{0}}{\lambda}$ correspond to the range gate where $S_{5}\left(t_{m}\right)$ is located, the Doppler center and the azimuth modulation frequency rate, respectively. The motion parameters of the target can be obtained by estimating $F_{0}, F_{1}$ and $F_{2}$.

### 3.3. Parameter Estimation Based on SAC Algorithm and 2D-FFT

In this paper, the DCCF calculation is performed after RCMC, which reduces the coupling degree between the cross-correlation peak position and the target. Therefore, the SAC algorithm is more suitable for estimating the azimuth modulation frequency of $S_{5}\left(t_{m}\right)$ [26].

Based on the above analysis, we know that $\omega$ in Equation (24) is a constant. The amplitude factor of $S_{5}\left(t_{m}\right)$ has been neglected since it has no impact on the peak position of $S_{S A C}\left(t_{m}\right)$. Let us perform FFT on Equation (24), then move the center of the Doppler spectrum to zero frequency. According to the principle of stationary phase, the azimuth spectrum can be simplified as $[27,28]$

$$
\begin{equation*}
S_{5}\left(f_{m}\right)=F F T\left[S_{5}\left(t_{m}\right)\right]=\exp \left\{-j \pi \frac{f_{m}^{2}}{F_{2}}\right\},-\frac{B_{a}}{2} \leqslant f_{m} \leqslant \frac{B_{a}}{2} \tag{25}
\end{equation*}
$$

where $f_{m}$ represents the Doppler frequency and $B_{a}$ represents the Doppler bandwidth.
The principle of the SAC algorithm is shown in Figure 3. It can be seen that the SAC algorithm can estimate the value of $F_{2}$ without iteration. The Doppler spectrum of the signal is divided into left and right sub-bands, and then the cross-correlation function after sub-band translation is obtained. The cross-correlation peak position can be used to estimate the Doppler modulation frequency. The spectrum of $S_{5}\left(f_{m}\right)$ is divided into left and right parts. The left and right spectra obtained by shifting $+\Delta f_{m}$ and $-\Delta f_{m}$, respectively, can be expressed as [26]

$$
\left\{\begin{array}{l}
S_{5 L}\left(f_{m}\right)=\exp \left\{-j \pi \frac{\left(f_{m}-\Delta f_{m}\right)^{2}}{F_{2}}\right\},-\frac{B_{a}}{2}+\Delta f_{m} \leqslant f_{m} \leqslant \Delta f_{m}  \tag{26}\\
S_{5 R}\left(f_{m}\right)=\exp \left\{-j \pi \frac{\left(f_{m}+\Delta f_{m}\right)^{2}}{F_{2}}\right\},-\Delta f_{m} \leqslant f_{m} \leqslant \frac{B_{a}}{2}-\Delta f_{m}
\end{array}\right.
$$

where $\Delta f_{m}$ is given by $\frac{B_{a}}{4}$ [26].


Figure 3. The principle of the SAC algorithm. (a) Spectrum. (b) Spectrum division. (c) Spectrum shifting. (d) Signal cross correlation.

A single-frequency signal can be obtained by Equation (27).

$$
\begin{equation*}
S_{S A C}\left(f_{m}\right)=S_{5 L}\left(f_{m}\right) S_{5 R}^{*}\left(f_{m}\right)=\exp \left(j 2 \pi \frac{2 \Delta f_{m}}{F_{2}} f_{m}\right) \tag{27}
\end{equation*}
$$

We can obtain $S_{S A C}\left(t_{m}\right)$ by performing IFFT on $S_{S A C}\left(f_{m}\right)$. The peak of $S_{S A C}\left(t_{m}\right)$ will appear at $\sigma_{t m}$. The estimated value of $a_{3}$ can be obtained with Equation (28).

$$
\begin{equation*}
\sigma_{t m}=\frac{2 \Delta f_{m}}{F_{2}}, a_{3}=-\frac{\Delta f_{m} \lambda}{3 \sigma_{t m} t_{0}} \tag{28}
\end{equation*}
$$

It should be noted that when using Equation (24) to extract the slow time-domain chirp signal, the range-frequency domain and azimuth-time domain coupling term (the fifth term) in Equation (21) is ignored, resulting in a residual range migration. Therefore, the estimated value of $a_{3}$ is used to construct a phase factor to compensate for the ignored range migration in Equation (24). According to Equation (20), the constructed phase compensation factor can be written as

$$
\begin{equation*}
H_{2}\left(f_{r}, t_{m}\right)=\exp \left\{j \frac{4 \pi}{\lambda} \sqrt{\frac{f_{c}}{f_{c}+f_{r}}} \widehat{a_{3}}\left(t_{0}^{3}+3 t_{0} t_{m}^{2}-3 t_{0}^{2} t_{m}\right)\right\} \tag{29}
\end{equation*}
$$

Multiplying Equations (19) and (29), the compensated signal can be obtained as

$$
\begin{align*}
S_{6}\left(f_{r}, t_{m}\right) & =S_{4}\left(f_{r}, t_{m}\right) H_{2}\left(f_{r}, t_{m}\right) \\
& =w_{a}\left(t_{m}\right) w_{a}\left(t_{m}-t_{0}\right) r e c t^{2}\left(\frac{f_{r}}{B}\right) \exp \left\{-j 2 \pi F_{0} f_{r}\right\} \exp \left\{j 2 \pi F_{1} t_{m}\right\} \tag{30}
\end{align*}
$$

The energy of $S_{6}\left(f_{r}, t_{m}\right)$ can be accumulated by performing range IFFT and azimuth FFT on the compensated $S_{6}\left(f_{r}, t_{m}\right)$. The range-time domain and azimuth-Doppler domain signal obtained can be written as [7]

$$
\begin{align*}
S_{6}\left(t_{r}, f_{m}\right) & =F F T_{t_{m}}\left\{I F F T_{f_{r}}\left[S_{6}\left(f_{r}, t_{m}\right)\right]\right\}  \tag{31}\\
& =A \sigma_{0}\left(t_{r}-F_{0}\right) \sigma_{0}\left(f_{m}-F_{1}\right)
\end{align*}
$$

where $\delta_{0}(\cdot)$ denotes the Dirac delta function.
The peak positions of Equation (31) correspond to $F_{0}$ and $F_{1}$, respectively. Therefore, the values of $F_{0}$ and $F_{1}$ can be estimated by performing peak detection on the data obtained by Equation (31), thereby estimating the values of $a_{1}^{\prime}$ and $a_{2}$.

In the range direction, $F_{0}$ represents the sampling time corresponding to the peak position, and the sampling interval $R_{b i n}=c / 2 f_{s}$ in the range-time domain is generally at the centimeter level or larger. The error of $a_{1}^{\prime}$ estimated directly by Equation (31) may be large. Therefore, zero-padding at the end of the data increases the Fourier transform length, when the range dimension inverse Fourier transform is performed, thereby improving the parameter estimation accuracy.

So far, three unknown parameters, $a_{1}, a_{2}$ and $a_{3}$ in Equation (6), have been estimated, and their estimated values are $\widehat{a_{1}}, \widehat{a_{2}}$ and $\widehat{a_{3}}$, respectively.

### 3.4. Focused Imaging and Relocation

After the motion parameter estimation is completed, the focused imaging of moving objects can be achieved through two steps of RCMC and matched filtering in the azimuth direction. For Equation (6), the range migration phase compensation factor constructed from the estimates of $a_{1}, a_{2}$ and $a_{3}$ can be written as [10]

$$
\begin{equation*}
H_{r c m c}\left(f_{r}, t_{a}\right)=A w_{a}\left(t_{a}\right) \operatorname{rect}\left(\frac{f_{r}}{B}\right) \exp \left\{j \frac{4 \pi f_{r}}{c}\left(a_{1} t_{a}+a_{3} t_{a}^{2}+a_{3} t_{a}^{3}\right)\right\} \tag{32}
\end{equation*}
$$

By combining Equations (6) and (32), the range-frequency domain and azimuth-time domain signal after the RCMC can be written as

$$
\begin{align*}
S_{7}\left(f_{r}, t_{a}\right)= & S_{1}\left(f_{r}, t_{a}\right) H_{r c m c}\left(f_{r}, t_{a}\right) \\
= & A w_{a}\left(t_{a}\right) \operatorname{rect}\left(\frac{f_{r}}{B}\right) \exp \left\{-j \frac{4 \pi f_{r} R_{0}}{c}\right\}  \tag{33}\\
& \times \exp \left\{-j \frac{4 \pi f_{c}}{c}\left(R_{0}+a_{1} t_{a}+a_{2} t_{a}^{2}+a_{3} t_{a}^{3}\right)\right\}
\end{align*}
$$

Performing IFFT in the range direction on Equation (33), the two-dimensional time domain signal after RCMC can be obtained as

$$
\begin{align*}
S_{7}\left(t_{r}, t_{a}\right)= & A w_{a}\left(t_{a}\right) \operatorname{sinc}\left[B\left(t_{r}-\frac{2 R_{0}}{c}\right)\right] \\
& \times \exp \left\{-j \frac{4 \pi f_{c}}{c}\left(R_{0}+a_{1} t_{a}+a_{2} t_{a}^{2}+a_{3} t_{a}^{3}\right)\right\} \tag{34}
\end{align*}
$$

According to the signal obtained by Equation (34), an azimuth matched filter is constructed to perform azimuth focusing and positioning. The azimuth matched filter can be obtained with Equation (35).

$$
\begin{equation*}
H_{\text {match }}\left(t_{r}, f_{a}\right)=F F T_{t_{a}}\left\{w_{a}\left(t_{a}\right) \exp \left\{-j \frac{4 \pi f_{c}}{c}\left(a_{1} t_{a}+a_{2} t_{a}^{2}+a_{3} t_{a}^{3}\right)\right\}\right\}^{*} \tag{35}
\end{equation*}
$$

where "*" is the conjugate.
After matching the defocusing effects caused by the RCMC and performing the azimuth FFT, we finally obtain the imaging result in the two-dimensional time domain as follows

$$
\begin{align*}
S_{\text {image }}\left(t_{r}, t_{a}\right) & =I F F T_{f_{a}}\left\{S_{7}\left(t_{r}, f_{a}\right) \cdot H_{\text {match }}\left(t_{r}, f_{a}\right)\right\} \\
& =A \operatorname{sinc}\left[B\left(t_{r}-\frac{2 R_{0}}{c}\right)\right] \operatorname{sinc}\left[\frac{4 a_{2} T_{s}}{\lambda} t_{a}\right] \tag{36}
\end{align*}
$$

In the imaging result of the stationary scene without processing of GMTI, targets moving along the radial direction appear displaced in azimuth from their original position. The targets moving with radial velocity are shifted in azimuth by [1]

$$
\begin{equation*}
\Delta_{a z}=-R \frac{v_{r}}{|v|} \tag{37}
\end{equation*}
$$

where $R$ is the distance from the sensor to the targets.
In the above analysis, the proposed method is derived in the scenario with a single target. However, it can also be extended to the scenario with multiple targets. Firstly, moving-target focusing imaging is carried out after clutter suppression and target detection. Therefore, we can separate the multiple targets according to their different moving trajectories. Moreover, if the scattering intensities of different targets differ significantly, the 'CLEAN' technique could be applied to eliminate the effect of the strong target [14,21]. In this way, the coherent integration of strong moving targets and weak ones can be achieved iteratively.

### 3.5. Computational Complexity Analysis

The computational complexity of four existing methods is compared to show that the proposed method has low computational complexity. $N_{r}$ and $N_{a}$ represent the number of range cells and the number of azimuth pulses, respectively. The searching times of $a_{1}, a_{2}$ and $a_{3}$ are the same, denoted by M , which is usually be larger than $N_{r}$ and $N_{a}[8,10,25]$.

The GRFT method [29] is considered a statistically optimal method. Its implementation mainly includes the 3D grid searching of target motion parameters [14,25,29], whose computational complexity is about $O\left(N_{r} N_{a} M^{3}\right)$. The 2D frequency matched filtering method [30] includes the searching of the second-order motion parameter with the computational complexity being about $O\left(M\left(N_{r} N_{a} \log _{2}^{N_{r}}+N_{r} N_{a} \log _{2}^{N_{a}}\right)\right)$. The Hough-GHAF [25] algorithm mainly includes a SOKT, a Hough transform to detect the line in range-time and azimuth-time domains, and a 1D search of $a_{2}$, whose total computational complexity is $O\left(N_{r} N_{a}^{2}+M(M-1) N\right)+O\left(N_{r} N_{a}^{2}\right)+O\left(N_{a}^{3}\right)+O\left(M N_{a} \log _{2}^{N_{a}}\right)$ [8]. Concerning the KDCT-FSFT method [10], its major implementation procedures include the pre-filtering, KDCT for the RCMC, FSFT for the third-order Doppler parameter estimation and 2D-FFT, whose total computation is $O\left(\left(N_{a}+M+2\right) N_{r} N_{a}+(M+1) N_{r} N_{a} \log _{2}^{N_{a}}+N_{r} N_{a} \log _{2} N_{r}\right)$.

The major implementation procedures of the proposed method include Hough transform with computational complexity of $O\left(N_{r} M^{2}\right)$, the pre-filtering with computational complexity of $O\left(N_{r} N_{a}\right)$, the SOKT for the range curvature correction with computational complexity [14] of $O\left(\left(N_{a}+1\right) N_{r} N_{a}+N_{r} N_{a} \log _{2} N_{r}\right)$, SAC for the third-order Doppler parameter estimation with computational complexity of $O\left(N_{a}+N_{a} \log _{2} N_{a}\right)$ and 2D-FFT with computational complexity of $O\left(N_{r} N_{a} \log _{2}^{N_{r}}+N_{r} N_{a} \log _{2}^{N_{a}}\right)$. So, its total computational cost is

$$
\begin{equation*}
O\left(N_{r} M^{2}+\left(N_{a}+2\right) N_{r} N_{a}+N_{a}+N_{a} \log _{2}^{N_{a}}+N_{r} N_{a} \log _{2}^{N_{r}}+N_{r} N_{a} \log _{2}^{N_{a}}\right) \tag{38}
\end{equation*}
$$

Let $M=N_{r}=N_{a}=N$; the computational complexity of the five methods is listed in Table 1. It can be seen from Table 1 that the proposed method has the lowest computational complexity.

Table 1. Comparisons of computational complexity.

| Methods | Computational Complexity |
| :---: | :---: |
| GRFT method [29] | $O\left(N^{5}\right)$ |
| 2-D frequency matched filtering [30] | $O\left(N^{3} \log _{2}^{N}\right)$ |
| Hough-GHAF method [25] | $O\left(4 N^{3}+N^{2} \log _{2}^{N}\right)$ |
| KDCT-FSFT method [10] | $O\left(2 N^{3}+N^{3} \log _{2}^{N}\right)$ |
| Proposed method | $O\left(2 N^{3}+N^{2} \log _{2}^{N}\right)$ |

## 4. Algorithm Implementation

The proposed algorithm is designed to image raw data. So, clutter suppression, target detection and target signal extraction are necessary before refocusing moving targets. The flow chart is shown in Figure 4. The processing mainly includes clutter suppression, target detection and target signal extraction, target motion parameter estimation and focus imaging. The detailed processing process is as follows.


Figure 4. The flowchart of the proposed method.
Step 1: Clutter suppression and target signal extraction
Before imaging the moving target, we need to remove clutter in the signal by pretreatment. The moving-target signal is extracted after baseline delay compensation, channel equalization processing, STAP clutter suppression, and target detection operations on the multi-channel SAR signals. These pretreatments are shown in reference [31].

Step 2: RCMC
Hough transform and the SOKT are used to complete the range walk and the range curvature correction, so as to concentrate the signal energy into a range cell.

Step 3: Motion parameter estimation
A DCCF is constructed in the range-frequency domain and azimuth-time domain. An azimuth chirp signal is extracted at the cross-correlation peak range cell. The SAC algorithm is used to accurately estimate $a_{3}$, and the residual range migration is further corrected with $a_{3}$. Then, 2D-FFT transform is used to estimate the values of $a_{1}$ and $a_{2}$.

Step 4: Imaging Processing
The accurate range migration compensation function and the azimuth matched function are constructed according to the estimated $\widehat{a_{1}}, \widehat{a_{2}}$ and $\widehat{a_{2}}$ to obtain focused imaging and accurately position the moving targets.

Step 5: Target Relocation
After obtaining the precise motion parameters, we can correct the position of the target by Equation (37).

## 5. Experimental Results

In order to verify the focusing performance of the proposed method, two types of target simulation, single-point scattering and multi-point scattering, were carried out,
and compared with KT-CICPF [9]. Finally, experimental results of airborne X-band SAR data are given.

### 5.1. Simulation Experiment

- Point target

Firstly, the effectiveness of the algorithm is verified by the simulation of a single scattering point target. The simulation parameters are shown in Table 2. At $t_{a}=0$, the position of the target is at the center of the scene, and the coordinate is $P_{0}(0,5000)$. This paper is mainly aimed at the ground vehicle target. In a synthetic aperture time, it can be considered that the motion characteristics of the scattering points of each part of the target are the same [32]; that is, the speed and acceleration of each part are the same, and there is no rotational motion. Rotating target detection and parameter estimation can be found in the literature $[33,34]$.

Table 2. Simulation parameter.

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| Carrier frequency | 10 GHz | Range sampling frequency | 2000 MHz |
| Platform velocity | $100 \mathrm{~m} / \mathrm{s}$ | Pulse duration time | $1 \mu \mathrm{~s}$ |
| Range bandwidth | 1000 Mhz | Center slant range | 5 Km |
| Pulse repetition frequency | 1200 Hz | Synthetic aperture time | 5 s |
| $v_{r}$ | $3 \mathrm{~m} / \mathrm{s}$ | $a_{r}$ | $-1 \mathrm{~m} / \mathrm{s}^{2}$ |
| $v_{x}$ | $4 \mathrm{~m} / \mathrm{s}$ | $a_{x}$ | $2 \mathrm{~m} / \mathrm{s}^{2}$ |

The target trajectory after range compression is shown in Figure 5a. It can be seen from the figure that the target trajectory has serious range migration caused by the target movement. After Hough-SOKT and third-order term migration correction, the DCCF constructed by the proposed method is shown in Figure 5b, the target energy is corrected for the same range cell. However, the peak position of the DCCF constructed by KTCICPF is shifted by the range cell, and its peak energy is dispersed into three range cells, as shown in Figure 5c. The reason for this problem is the coupling between DCCF and the range migration caused by insufficient range migration correction, which directly affects the extraction of the chirp signal of Equation (24). The DCCF after third-order correction is shown in Figure 5b. The amplitude and Doppler spectrum of $S_{5}\left(t_{m}\right)$ extracted by the two methods are shown as Figure 5d,e. It can be seen that the amplitude gain of the signal extracted by the proposed method is stronger and the Doppler spectrum is smoother, which conforms to the ideal chirped signal. However, the amplitude and Doppler spectrum extracted by KT-CICPF fluctuate greatly. Figure $5 \mathrm{f}, \mathrm{g}$ show the $F_{0}-F_{1}$ parameter plane constructed by the two methods. Inside the red rectangle is a local magnification of the peak position. Figure 5 h shows the slice along $F_{1}$ in the $F_{0}-F_{1}$ plane. It can be clearly seen that the peak of the parameter plane constructed by the proposed method is more significant, while the parameter plane generated by KT-CICPF is energy-dispersive. Figure $5 \mathrm{i}, \mathrm{j}$ show the imaging results of the two methods, respectively. Figure $5 \mathrm{k}, \mathrm{l}$ are slices of the imaging results in the range direction and azimuth direction. It can be seen from the figure that the proposed method has a better focus. However, in the contrasting method, the target occupies multiple range cells due to the residual range migration, which reduces the resolution of the target.

The parameter estimation results obtained by the two methods are shown in Table 3. It can be seen that the parameter estimation accuracy of the proposed method is relatively high, while the parameter error estimated by KT-CICPF is relatively large. Especially for the estimated value of $a_{2}$, the error of the KT-CICPF method reaches $7.01 \%$, while the maximum relative error of the parameters estimated by the proposed method is only $0.21 \%$. Therefore, it can be concluded that the proposed method has better parameter estimation performance.
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Figure 5. The focused images of point target. (a) Range compression. (b) The proposed DCCF. (c) DCCF constructed by KT-CICPF. (d) Peak signal extracted by DCCF. (e) Spectrum of peak signal. (f) $F_{0}-F_{1}$ parametric plane by proposed method. (g) $F_{0}-F_{1} 1$ parametric plane by KT-CICPF. (h) $F_{0}$ slice. (i) Image of the proposed method ( $64 \times$ upsampling). (j) Image of the KT-CICPF method ( $64 \times$ upsampling). (k) Range slice ( $64 \times$ upsampling). (l) Azimuth slice ( $64 \times$ upsampling).

Table 3. The motion parameter estimation results of the point target obtained by the two methods.

| Parameter | True | Proposed Method |  | KT-CICPF |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Estimate | Erro\% | Estimate | Erro\% |
| $a_{1}$ | -3.00000000 | -2.99384938 | 0.20502050 | -3.01689870 | 0.56329000 |
| $a_{2}$ | 1.42160000 | 1.42090117 | 0.04915745 | 1.32186099 | 7.01596862 |
| $a_{3}$ | -0.01864704 | -0.01868167 | 0.18571902 | -0.01828961 | 1.916818969 |

In addition, the focusing performance of the moving target is shown in Table 4. The theoretical range resolution is $0.886(c / 2 B)=0.1329 \mathrm{~m}$. According to Equation (5),
the Doppler bandwidth of the moving target in the synthetic aperture time can be calculated. So, the theoretical azimuth resolution is $0.886\left(v / B_{a}\right)=0.1256 \mathrm{~m}$. As can be seen from the table, the resolution obtained by the proposed method is closer to the theoretical value than that obtained by KT-CICPF method. The azimuth resolution of the KT-CICPF method has a maximum broadening of about $26.51 \%$. The theoretical values of the peak sidelobe ratio (PSLR) and integrated sidelobe ratio (ISLR) are -13.27 and -10.24 dB [10]. For the proposed method, the range and azimuth PSLR/ISLR values have small deviations from the theoretical values. Figure 5i,j show the imaging results of the two methods, respectively. Figure $5 k, 1$ are slices of the imaging results in the range direction and azimuth direction. It can be seen that the proposed method has a better focusing performance.

Table 4. Focuing Performance.

| Method | Parameter | Resolution (m) | PSLR (dB) | ISLR (dB) |
| :---: | :---: | :---: | :---: | :---: |
| Theoretical value | Range | 0.1329 | -13.27 | -10.24 |
|  | Azimuth | 0.1256 | -13.27 | -10.24 |
| Proposed method | Range | 0.1338 | -13.26 | -10.21 |
|  | Azimuth | 0.1288 | -12.05 | -9.70 |
| KT-CICPF | Range | 0.1463 | -17.03 | -14.46 |
|  | Azimuth | 0.1589 | -18.77 | -16.66 |

## - Distributed Target

In high-resolution SAR images, the target is often composed of multiple pixels. In order to verify the ability of the algorithm to maintain the target geometry, this paper carried out the simulation analysis of moving targets with "cross" distribution (hereinafter referred to as T1) and "circular" distribution (hereinafter referred to as T2). T1 consists of 15 strong scattering points. The azimuth and range intervals between the scattering points are both 0.5 m , and the coordinate distribution is shown in Figure 6a, where the red squares represent the positions of the scattering points. T 2 is composed of 63 scattering points uniformly distributed on the circumference, and its coordinate distribution is shown in Figure 6b. In Figure 6, the abscissa is the slant range, and the ordinate is the azimuth coordinate.


Figure 6. Scattering point coordinate distribution. (a) Scatters coordinate distribution of T1. (b) Scatters coordinate distribution of T2.

Two methods are used to process it. Figures 7 and 8 show the processing results of T1 and T2, respectively. Figures 7a,d and 8a,d are the amplitude and spectrum of the chirp signal corresponding to the DCCF peak range cell, which are used to estimate the coefficient of the third-order term. The signal gain and resolution extracted in the proposed method are higher than those extracted by KT-CICPF. Figure $8 \mathrm{~b}, \mathrm{e}$ are the $F_{0}-F_{1}$ parameter planes constructed by the two methods for the target T2, respectively. From the figures, it can be seen that the peak in the $F_{0}-F_{1}$ plane constructed by the proposed method is
relatively concentrated and the coupling degree with range migration is small. The peak of the $F_{0}-F_{1}$ plane constructed by the KT-CICPF is divergent. The reason for this phenomenon is that the residual range migration by the KT-CICPF method is larger, resulting in a large parameter estimation error. For the target T 1 , Figure $8 \mathrm{~b}, \mathrm{e}$ illustrates the same phenomenon. In this paper, when constructing the $F_{0}-F_{1}$ plane, Equation (29) is used to compensate for the DCCF to reduce the influence of the third-order range migration on the $F_{0}-F_{1}$ parameter plane. Figures $7 \mathrm{c}, \mathrm{f}$ and $8 \mathrm{c}, \mathrm{f}$ show refocused results of the two methods. It can be seen that the imaging results of KT-CICPF methods are severely defocused in azimuth. The proposed method can better maintain the shape of the target.


Figure 7. The focused images of T1. (a) Peak signal extracted by DCCF. (b) $F_{0}-F_{1}$ parametric plane by proposed method. (c) Imaging by proposed method ( $16 \times$ upsampling). (d) Spectrum of peak signal. (e) $F_{0}-F_{1}$ parametric plane by KT-CICPF. (f) Imaging by KT-CICPF ( $16 \times$ upsampling).


Figure 8. The focused images of T2. (a) Peak signal extracted by DCCF. (b) $F_{0}-F_{1}$ parametric plane by proposed method. (c) Imaging by proposed method ( $16 \times$ upsampling). (d) Spectrum of peak signal. (e) $F_{0}-F_{1}$ parametric plane by KT-CICPF. (f) Imaging by KT-CICPF ( $16 \times$ upsampling).

### 5.2. Measured Experiment

In this paper, the real data collected by a four-channel airborne X-band SAR system are used to verify the performance of the proposed method. The system parameters are shown in Table 5. The four channels are equally spaced in the azimuth direction, and the working mode of one-transmitter and four-receiver is adopted. In this paper, the target signal extracted after clutter suppression is imaged. The flight platform and cooperation targets are shown in Figure 9a,b, respectively. There are three electric tricycles as cooperative targets in the experiment. Each target is equipped with a corner reflector, and a GPS device is installed to record the real-time position and speed information of the target as the true value of the target movement.

Table 5. The parameters of X-band airborne SAR system.

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| Wave band | X | Pulse duration time | $5 \mu \mathrm{~s}$ |
| Range bandwidth | 1800 MHz | Pulse repetition frequency | 2000 Hz |
| Range sampling frequency | 2000 MHz | Center slant range | 7 Km |
| Target velocity | $<3 \mathrm{~m} / \mathrm{s}$ | Synthetic aperture time | 5 s |
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Figure 9. Flying platform and cooperation targets. (a) Flying platform. (b) Cooperation targets.
The imaging result of the stationary scene without processing of GMT is shown in Figure 10a. The magnified images of T1-T3 are shown in Figure 10b-d, respectively. As can be seen from the figure, targets moving along the radial direction are defocused and appear displaced in azimuth from their original position.

Taking the target T1 as an example, the processing results of each step of the proposed method are analyzed. The target signal after clutter suppression is shown in Figure 11a. Figure 11b,c are the two-dimensional time domain signal and range-Doppler domain signal after RCMC, respectively. It can be seen that the target energy is basically corrected to the same range cell after Hough-SOKT. Figure 11d is the $F_{0}-F_{1}$ parameter plane constructed by the proposed method, and Figure 11e is the slice along $F_{0}$ at the peak of the parameter plane obtained by the two methods. Obviously, the peak value obtained by the proposed method is larger, which verifies that the proposed method can can obtain higher coherent accumulation gain. Figure 11f,g show the refocused results of T1 by two methods, the proposed method has better focusing. Figure 11h,i are slices in the range and azimuth directions, from which it can be seen that the focusing of the target in the azimuth has been significantly improved. In Figure 11f-i, the image is interpolated 16 -fold in azimuth and range directions. The results verify that a better focusing performance can be obtained by the proposed method.


Figure 10. Image of the stationary scene without processing of GMT. (a) Image of the stationary scene (the yellow pentagram indicates the target's relocation position). (b-d) Magnified images of moving targets (defocused).


Figure 11. Processing result of T1. (a) Target signal after clutter suppression. (b) Hough+SOKT RCMC; (c) Range-Doppler domain. (d) $F_{0}-F_{1}$ parametric plane. (e) $F_{0}$ estimate. (f) Imaging by proposed method ( $16 \times$ upsampling). (g) Imaging by KT-CICPF ( $16 \times$ upsampling). (h) Slice in range. (i) Slice in azimuth.

To verify the adaptability of the algorithm, the same processing is used for T2 and T3 as for T1. Figure 12 shows the refocused results of the three targets by three methods. The magnified images of moving targets without processing of GMT are shown in Figure 12a-c, respectively. The refocused results by the KT-CICPF method of T1-T3 are shown in Figure 12d-f. The results by the proposed method are given in Figure 12g-i. As can be seen from the figure, the focusing effect of the proposed method on T1-T3 is superior to that of KT-CICPF method.


Figure 12. Moving-target focus results. (a-c) Magnified images of moving targets without processing of GMT (defocused). (d-f) Refocused results by KT-CICPF. (g-i) Refocused results by proposed method.

In addition, the focusing performance of the moving target is shown in Table 6. The theoretical range resolution is $0.886(c / 2 B)=0.0738 \mathrm{~m}$. According to the system parameters, the Doppler bandwidth in the synthetic aperture time is about 300 Hz . So, the theoretical azimuth resolution is $0.886\left(v / B_{a}\right)=0.2017 \mathrm{~m}$. As can be seen from the table, the resolution obtained by the proposed method is closer to the theoretical value than that obtained by the KT-CICPF method. The azimuth resolution of the KT-CICPF method has a greater broadening. It is proved that the proposed method has better focusing performance.

Table 6. The Resolution of measured data.

| Target | Resolution (m) | Proposed Method | KT-CICPF |
| :---: | :---: | :---: | :---: |
| T1 | Range | 0.0918 | 0.0913 |
|  | Azimuth | 0.2317 | 0.6078 |
| T2 | Range | 0.0926 | 0.0924 |
|  | Azimuth | 0.2590 | 0.4479 |
| T3 | Range | 0.0867 | 0.0824 |
|  | Azimuth | 0.2143 | 0.3383 |

The radial velocities of T1-T3 estimated by the proposed method are $1.3156 \mathrm{~m} / \mathrm{s}$, $1.6851 \mathrm{~m} / \mathrm{s}$ and $-0.5725 \mathrm{~m} / \mathrm{s}$, respectively. The distances of the three targets to the sensor
are $7339.3228 \mathrm{~m}, 7631.5370 \mathrm{~m}$ and 7736.4643. In accordance with Equation (37), the three targets are shifted in azimuth by $140.7934 \mathrm{~m}, 187.5168 \mathrm{~m}$ and -64.5833 m , respectively. After azimuth shift correction, the positions of the three targets are indicated by pentagrams in Figure 10a. The targets are basically positioned on the road. The accuracy of the estimated parameters is verified again.

## 6. Conclusions

This paper proposed an improved ground moving-target parameter estimation and imaging method for multichannel high-resolution SAR. The proposed method constructs the DCCF after the RCMC and compensates the residual range migration with the estimated third-order terms, which can reduce the coupling degree between the peak position of DCCF and the target range migration. The proposed method can obtain the DCCF with a higher integral gain, which ensures the performance of parameter estimation. In addition, the process of parameter estimation is simplified to peak detection by the SAC algorithm and 2D-FFT, avoiding parameter search. Compared with the existing methods, the proposed method has a better focusing effect and lower computational complexity. Finally, simulation and measured data are given to verify the effectiveness of the proposed method.
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