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Abstract: Multi-robot task assignment is one of the main processes in an intelligent warehouse. This
paper models multi-robot task assignment in an intelligent warehouse as an open-path multi-depot
asymmetric traveling salesman problem (OP-MATSP). A two-objective integer linear programming
(ILP) model for solving OP-MDTSP is proposed. The theoretical bound on the computational time
complexity of this model is O(n!). We can solve the small multi-robot task assignment problem
by solving the two-objective ILP model using the Gurobi solver. The multi-chromosome coding-
based genetic algorithm has a smaller search space, so we use it to solve large-scale problems.
The experiment results reveal that the two-objective ILP model is very good at solving small-scale
problems. For large-scale problems, both EGA and NSGA3 genetic algorithms can efficiently obtain
suboptimal solutions. It demonstrates that this paper’s multi-robot work assignment methods are
helpful in an intelligent warehouse.

Keywords: multi-robot task assignment; intelligent warehouse; OP-MATSP; ILP; genetic algorithm

1. Introduction

With the development of the e-commerce and logistics industries, the advantages of
the intelligent warehouse have begun to emerge [1]. The intelligent warehouse is mainly
deployed by the multi-robot system [2], which can significantly improve efficiency and
reduce cost. Amazon’s order fulfillment center is the most mature intelligent warehouse
globally [3]. As shown in Figure 1, the intelligent warehouse comprises three parts: robots,
inventory pods, and inventory stations. The robots can operate autonomously in narrow
passages. All robots are homogeneous, where every robot has the same ability to move the
inventory pod. Robots are sometimes referred to as automated guided vehicles (AGVs).
The inventory pods are containers that can hold one or more kinds of goods and can
be transported by robots. The inventory stations have two types: picking stations and
replenishment stations. Picking or replenishing goods from inventory pods is primarily
done by workers. The workflow of an intelligent warehouse mainly includes multi-robot
task assignment [4] and path-finding [5]. The two processes interact with each other [6].
Practical task assignments can reduce costs and avoid path conflicts.

There are many methods for solving multi-robot task assignment problems, including
combinatorial optimization methods, market-based methods, swarm intelligence methods,
clustering, and so on [7]. Multi-robot task assignment also has many applications in in-
dustrial manufacturing, especially flexible manufacturing systems [8]. In [9], the scholars
explored the task assignment of material handling by multiple AGVs in complex random
production lines. In [10], the scholars use the tabu search algorithm to solve the problem of
simultaneous task assignments between machines and multiple AGVs in flexible manufac-
turing systems. In [11], the scholars discuss multi-objective multi-AGV task assignment in
flexible manufacturing systems using evolutionary algorithms. However, few studies are
about multi-robot task assignment in an intelligent warehouse.
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Figure 1. Two-dimensional schematic of Amazon’s order fulfillment center [3]. The orange squares
represent the robots. The green squares represent the inventory pods. The inventory stations are
shown only on the left side and are usually located around the perimeter of warehouse.

According to the number of tasks assigned during every time window, task assignment
can be divided into single-task assignment (STA) and multi-task assignment (MTA) [12].
Single-task assignment (STA) is deployed quickly, but multi-task assignment (MTA) is more
helpful in reducing costs and increasing efficiency. Single-task assignment (STA) is also
known as online task assignment. When a task arrives, the system assigns it to an idle robot
based on some heuristics, such as the task order (first come and first served, FCFS) [13], the
task priority [14], the distance between the task and the idle robot, the utilization of totes,
the age of the tasks [15], and so on. The system assigns multiple associated tasks to each
robot through an optimization model during each time window in multi-task assignment
(MTA). The scholars study multi-task assignment (MTA) in intelligent warehousing using
the genetic algorithms in [8,16,17]. However, the above studies only analyze one kind of
task, such as the picking task. They do not include all kinds of warehouse tasks, which
simplifies the actual task assignment in an intelligent warehouse.

This paper’s task assignment method belongs to multi-task assignment (MTA) and can
assign three different kinds of tasks. As shown in Figure 2, during a specific time window,
each robot starts from an initial position to complete a series of tasks and does not return.
There are three kinds of tasks: replenishment, moving, and picking. The replenishment
task means the robots carry the inventory pod to the replenishment station and return.
The moving task means the robots carry the inventory pods from their initial position to
another location. The picking task means the robots carry the inventory pods to the picking
stations and return. We assume that the robots carry the inventory pods to the initial
position when the robots complete the replenishment and picking task. The replenishment
and picking tasks are considered to be node tasks. On the other hand, because the initial
and end positions of the inventory pod in the moving task are different, the moving task
is considered to be an arc task. Because of the arc tasks, the cost between node tasks and
arc tasks varies depending on the order in which they are completed. The cost between
the tasks is asymmetric. After completing a series of tasks, each robot does not return to
the starting position but stays at the last task point and waits for the following command.
According to the above, the intelligent warehouse’s multi-robot task assignment problem
can be considered an open-path multi-depot asymmetric traveling salesman problem
(OP-MATSP). We treat each task as a city node and each robot as a traveling salesman.
Compared to earlier research, this work is the first to propose the OP-MATSP.
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Figure 2. The multi-robot task assignment in an intelligent warehouse.

Some scholars have studied warehouse task assignment based on the traveling sales-
man problem (TSP) [18], but they mainly discuss the order picking problem [19–21]. When
an order is received, the system sends a worker or a robot from the station to pick the items
of the order from different inventory pods and finally return to the station. We treat each
good in the order as a city node, each robot as a traveling salesman, and the station as the
depot. In these studies, each robot moves to the inventory pods to pick up all the goods
in the order and then returns to the start position. The above studies all belong to the
“worker-to-goods” model. This paper’s task assignment is based on the “live to human”
model, which is more efficient in an intelligent warehouse.

For the optimization objective of the problem, the studies in [19–21] only design the
pickup route for each vehicle through TSP, shortening its own distance to fulfill the order.
These studies do not consider the optimal total distance of all robots to complete the orders.
In [10], the optimization objective is mainly to minimize the manufacturing time to ensure
the system’s operating efficiency without balancing other optimization objectives. In order
to reduce the amount of charging and replacing, some scholars take the device’s energy
efficiency as an optimization objective. The scholars in [22] propose a distributed resource
management mechanism to determine the optimal transmission power for each device, in
which the interests, physical relationships, and energy availability among devices are all
considered. In this paper, we assume that the power of each robot is infinite. This paper
optimizes the total distance and total time for all robots to complete the task simultaneously.
The total distance is also known as the sum-of-cost (SOC). The total time is known as the
makespan (MS).

OP-MATSP can be converted from the multi-depot traveling salesman problem
(MTSP) [23]. As shown in Figure 3, each starting depot only has one traveling sales-
man who departs to visit the city node in the MTSP. When all city nodes have been visited,
all traveling salesmen return to their depots. The cost between each city node is the same.
The cost between each task node in this paper is asymmetric. By adding asymmetric
restrictions, such as [24], we can modify the MTSP model to a multi-depot asymmetric
traveling salesman problem (MATSP) model. In general, asymmetric models are more
complex to solve than symmetric models [25]. In this paper, each robot stops at the last task
node after completing a series of tasks and does not return to the starting depot, which is
an open path problem. By eliminating the last edge of the traveling salesman returning to
the starting depot, we can transfer the MATSP model to the OP-MATSP.
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(a) (b)

Figure 3. The diagram of MTSP and OP-MATSP. (a) Multi-depot traveling salesman problem (MTSP).
(b) Open path multi-depot asymmetric traveling salesman problem (OP-MATSP). d1 and d2 represent
depot. a to c, e to i represent the city nodes that the traveling salesman will visit.

As a generalization of TSP, the OP-MATSP is also an NP-hard combinatorial opti-
mization problem. The exact same algorithms can be used for OP-MATSP. We firstly
build a two-objective integer programming (ILP) model of OP-MATSP. Then, we solve the
small-scale problems using the Gurobi solver [26]. The Gurobi solver is the fastest and
most powerful mathematical solver available for ILP problems. To solve its non-inferior
solution, we transform the two-objective integer linear programming (ILP) model into a
single-objective problem by the linear weighting method [27]. We assign weight ω1 and ω2
to each objective function, and then add them together to form a new objective function and
obtain a solution to the two-objective integer linear programming (ILP) model by solving
this new objective function. However, it becomes complicated to solve the large-scale
problem. In this paper, the multi-chromosome coding-based genetic algorithms [28,29] are
used to solve the large-scale problems. The multi-chromosome coding genetic algorithm
has been proven to have a smaller search space and faster search speed in solving the
multiple traveling salesman problems (mTSP) [30]. We treat each robot’s task sequence as a
chromosome and each task as a gene in the chromosome. GEATPY is a high-performance
genetic algorithm library. In this paper, the multi-chromosome coding-based genetic al-
gorithms are selected in this library to solve the large-scale multi-robot task assignment
problem. We first solve small-scale problems using the multi-chromosome coding-based
genetic algorithm in GEATPY and compare the results with the Gurobi solver. We then use
the algorithms with higher solution performance to solve large-scale problems.

The main contributions of this paper can be summarized as follows:

• This paper regards the multi-robot task assignment in an intelligent warehouse as an
open-path multi-depot asymmetric traveling salesman problem (OP-MATSP). More-
over, the OP-MATSP is proposed for the first time in this paper.

• A two-objective integer linear programming (ILP) model of OP-MATSP is established.
Through this ILP model, we solve small-scale multi-robot task assignment problems
using the Gurobi solver.

• Multi-chromosome coding-based genetic algorithms are implemented to solve large-
scale multi-robot task assignment problems.

The remainder of this paper is structured as follows. Section 2 gives the problem
description and the two-objective ILP model. Section 3 presents the small-scale and large-
scale experiments’ results and discussions. Section 4 provides the conclusions.
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2. Methods
2.1. Task Definition

A warehouse task is determined by the initial position of the inventory pod, the end
position of the inventory pod, and the position of the picking (replenishment) station. We
use a six-dimensional coordinate to define the warehouse task as:

t = (xinit, yinit, xend, yend, xstation, ystation) (1)

where xinit, yinit represents the initial position of the inventory pod, xend, yend represents the
end position of the inventory pod, and xstation, ystation represents the position of the picking
or replenishment station.

We define two kinds of task cost: task own cost (TOC) and task-associated cost (TAC).
TOC is the cost for the robot to complete a task. TAC is the cost for a robot to go to another
task from the current task. The distance a robot travels to complete a task can be seen as
the task cost. In an intelligent warehouse, the robot can only move straight in the narrow
passages between the inventory pods, so we can use the Manhattan distance to calculate
the task cost. Then TOC of the node task and arc task can be defined as:

TOC(tnode) = 2|xinit − xstation|
+ 2|yinit − ystation|

(2)

TOC(tarc) = |xinit − xend|+ |yinit − yend| (3)

The TAC from task t to task t′ is the Manhattan distance between the end position of
task t and the initial position of another task t′. It can be defined as:

TAC(t, t′) = |xend − x′init|+ |yend − y′init| (4)

where t and t′ can represent the node task and arc task.

2.2. Multi-Robot Task Assignment in an Intelligent Warehouse

Figure 4 is a diagram of task sequences for the multi-robot task assignment in an
intelligent warehouse. There are 5 robots and 15 tasks, including 10 node tasks and 5 arc
tasks. The task sequences of robots are 〈r1, 12, 4, 13, 9〉, 〈r2, 1, 14〉, 〈r3, 6, 8, 2〉, 〈r4, 7, 11〉, and
〈r5, 10, 5, 0, 3〉. Each robot starts from a different position to complete tasks and does not
return to its start position. Each task can be completed only once by one robot. Each task
has a unique TOC. The TAC between node task t and arc task t′ is closely related to the
task execution order, that is, TAC(t, t′) 6= TAC(t′, t). This paper contains two optimization
objectives: sum-of-cost and makespan. The sum-of-cost is the sum of TOC and TAC for
all tasks. Makespan is the maximum value of the sum of TAC and TOC for the tasks
in each sequence. In a specific time window, when the number and type of all tasks
are confirmed, the ∑ TOC is a constant. Therefore, the value of sum-of-cost is mainly
determined by the TAC of all tasks, while makespan is related to the TOC and TAC of the
tasks in each sequence.
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Figure 4. Task sequences for the multi-robot task assignment.

2.3. Open-Path Multi-Depot Asymmetric Traveling Salesman Problem (OP-MATSP)

We can model the multi-robot task assignment in an intelligent warehouse as an
open-path multi-depot asymmetric traveling salesman problem (OP-MATSP). Each task is
considered to be a city node, each robot is considered to be a traveling salesman, and the
initial position of a robot is considered to be a starting depot.

OP-MATSP is another variant of TSP, consisting of m traveling salesmen, m depots,
and n city nodes. Only one traveling salesman can visit each city node. The mth traveling
salesman starts from the mth depot to visit respective city nodes until m traveling salesmen
visit all city nodes. Each traveling salesman stays at the last city node without returning to
the starting depot. OP-MATSP can be described as a directed weighted graph G = (V, A)
with set V = Vn ∪ Vm and set A. V = {1, · · · , n, n + 1, · · · , n + m} is the city node and
depot set. A = {(i, j)|i, j ∈ V, i 6= j} is the arc set. Subset Vn = {1, · · · , n} represents n city
nodes. Subset Vm = {n + 1, · · · , n + m} represents m depots. C =

(
cij
)

is the cost matrix
associated with each arc (i, j) ∈ A, and cij 6= cji (asymmetric).

2.4. Formulation of the Two-Objective ILP Model

In this section, a two-objective integer linear programming (ILP) model of OP-MATSP
is established. We first propose the sets, parameters, decision variables, constraints, and
objective function of the two-objective integer linear programming (ILP) model for the
multi-depot asymmetric traveling salesman problem (MATSP). Then, we can give the
two-objective ILP model for OP-MATSP by changing the objective function.

(1) Sets
Vn: the city node set.
Vm: the depot node set. Since each traveling salesman starts from a unique depot
node, we assume that the set of traveling salesmen is equal to the depot node set Vm.
V: the city and depot node set.

(2) Parameters
cij: the cost from node i to node j.
qi: the own cost of city node i.

(3) Decision variables
xm

ij : if mth traveling salesman visits the node i and moves to the next node j, then
xm

ij = 1; otherwise, xm
ij = 0, i, j ∈ V, m ∈ Vm.
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ym
i : if mth traveling salesman visits the node i, then ym

i = 1; otherwise, ym
i = 0, i ∈ V,

m ∈ Vm.
(4) Constraints

(a) The mth traveling salesman can only visit the city node from the mth depot
node, but not other depot nodes. To guarantee the above assumptions, we set
the following constraints:

xm
ij = xm

ji = 0, ∀i, j ∈ Vm, i 6= j, ∀m ∈ Vm (5)

(b) To prevent the traveling salesman from repeatedly visiting the same city node
or depot node, the following constraint is established:

xm
ii = 0, ∀i ∈ V, ∀m ∈ Vm (6)

(c) The relationship between decision variables xm
ij and ym

i can be expressed as:

∑
j∈V

xm
ji = ym

i , ∀i ∈ Vn, ∀m ∈ Vm (7)

∑
j∈V

xm
ij = ym

i , ∀i ∈ Vn, ∀m ∈ Vm (8)

(d) The number of node sequences is the same as the number of traveling salesmen.
To ensure each traveling salesman visits only one node sequence, we add the
following constraints:

∑
j∈Vn

xm
ij = 1, ∀i, m ∈ Vm (9)

∑
j∈Vn

xm
ji = 1, ∀i, m ∈ Vm (10)

(e) The city node can only be visited by one traveling salesman. To prevent one
city node from being repeatedly visited by different traveling salesmen, the
following constraints are established:

∑
j∈V

∑
m∈Vm

xm
ij = 1, ∀i ∈ Vn, i 6= j (11)

∑
i∈V

∑
m∈Vm

xm
ij = 1, ∀j ∈ Vn, i 6= j (12)

(f) To prevent the traveling salesman from visiting the previous node after visiting
the current node, we establish the following constraints:

∑
m∈Vm

xm
ij + ∑

m∈Vm

xm
ji < 2, ∀i, j ∈ V, i 6= j (13)

(g) To ensure the continuity of node sequence and avoid the fracture of node
sequence, the following flow balance constraint is established:

∑
j∈V

xm
ij = ∑

j∈V
xm

ji , ∀i ∈ V, ∀m ∈ Vm (14)

(h) We need to ensure that every node is visited and each traveling salesman’s
route forms a Hamiltonian cycle. To prevent sub-tours in the traveling sales-
man’s routing, we have to add sub-tour elimination constraints (SECs). The
SECs for the MATSP in this paper are Danzig–Fulkerson–Johnson (DFJ) [24]:

∑
i,j∈S

xij ≤ |S| − 1, 2 < |S| ≤ |V| − 1, ∀S ⊂ V (15)
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where |S| represents the cardinality of subset S , and |V| represents the cardi-
nality of set V. In each subset S , sub-tours are prevented.

(i) To ensure that each traveling salesman starts from the depot node and visits at
least one city node, we add the following constraints:

∑
i∈Vm

∑
j∈Vn

xm
ij = 1, ∀m ∈ Vm (16)

(5) Objective optimization functions
We will first propose two objective optimization functions based on MATSP. Sum-of-
cost consists of two parts: the sum of the costs of all city nodes ∑i∈Vn qi and the sum
of the costs between nodes in the node sequence ∑i∈V ∑j∈V ∑m∈Vm cijxm

ij . Because
∑i∈Vn qi is a constant, the expression of sum-of-cost (SOC) can be simplified as:

min f1 = ∑
i∈V

∑
j∈V

∑
m∈Vm

cijxm
ij (17)

Makespan is the maximum value of the total cost of each node sequence. Makespan
also includes two parts: the sum of the costs of all city nodes in the sequence
∑i∈V ∑j∈V cijxm

ij and the sum of the costs between nodes in the node sequence
sumi∈Vn qiym

i . We define the makespan as:

min f2 = max
m∈Vm

{
∑
i∈V

∑
j∈V

cijxm
ij + ∑

i∈Vn

qiym
i

}
(18)

Finally, we obtain the objective optimization function of OP-MATSP by changing the
two objective functions of MATSP. The difference between OP-MATSP and MATSP
is whether all traveling salesmen return to the depot after visiting all city nodes.
Therefore, we can get two objective optimization functions of OP-MATSP by subtract-
ing the cost of the traveling salesman returning the depot from the last city node in
Equations (17) and (18).
The sum-of-cost of OP-MATSP can be expressed as:

min f1 = ∑
i∈V

∑
j∈V

∑
m∈Vm

cijxm
ij − ∑

i∈Vn

∑
j∈Vm

∑
m∈Vm

cijxm
ij (19)

where ∑i∈Vn ∑j∈Vm ∑m∈Vm cijxm
ij represents the cost from the last city node to the depot

of all traveling salesmen.
The makespan of OP-MATSP can be expressed as:

min f2 = max
m∈Vm

{
∑
i∈V

∑
j∈V

cijxm
ij− ∑

i∈Vn

∑
j∈Vm

cijxm
ij + ∑

i∈Vn

qiym
i

}

where ∑i∈Vn ∑j∈Vm cijxm
ij represents the cost of the mth traveling salesman routing

from the last city node to the depot.
(6) The two-objective ILP model

In conclusion, a two-objective ILP model of OP-MATSP is established, through which
we can solve the multi-robot task assignment in an intelligent warehouse. The entire
two-objective ILP model is:

min f1 = ∑
i∈V

∑
j∈V

∑
m∈Vm

cijxm
ij − ∑

i∈Vn

∑
j∈Vm

∑
m∈Vm

cijxm
ij (20)

min f2 = max
m∈Vm

{
∑
i∈V

∑
j∈V

cijxmk
ij − ∑

i∈Vn

∑
j∈Vm

cijxm
ij + ∑

i∈Vn

qiym
i

}
(21)
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s.t. ∑
j∈Vn

xm
ij = 1, ∀i, m ∈ Vm (22)

∑
j∈Vn

xm
ji = 1, ∀i, m ∈ Vm (23)

∑
j∈V

∑
m∈Vm

xm
ij = 1, ∀i ∈ Vn, i 6= j (24)

∑
i∈V

∑
m∈Vm

xmk
ij = 1, ∀j ∈ Vn, i 6= j (25)

xm
ij = xm

ji = 0, ∀i, j, m ∈ Vm, i 6= j (26)

xm
ii = 0, ∀i ∈ V, ∀m ∈ Vm (27)

∑
m∈Vm

xm
ij + ∑

m∈Vm

xm
ji ≤ 2, ∀i, j ∈ V, i 6= j (28)

∑
j∈V

xm
ij = ∑

j∈V
xm

ji , ∀i ∈ V, ∀m ∈ Vm (29)

∑
i,j∈S

xij ≤ |S| − 1, 2 < |S| ≤ |V| − 1, ∀S ⊂ V (30)

∑
i∈Vm

∑
j∈Vn

xm
ij = 1, ∀m ∈ Vm (31)

∑
j∈V

xm
ji = ym

i , ∀i ∈ Vn, ∀m ∈ Vm (32)

∑
j∈V

xm
ij = ym

i , ∀i ∈ Vn, ∀m ∈ Vm (33)

2.5. Analysis of Computational Time Complexity

Before computing the above ILP model numerically, we first perform a theoretical
analysis of the OP-MATSP’s computational time complexity bound. We use the example
of OP-MATSP in Figure 3b to analyze the computational time complexity bound. There
are two depots, two traveling salesmen, and eight city nodes. Each depot has a traveling
salesman to visit the city node. As shown in Figure 5, the traveling salesman of depot d1
chooses the first city node to visit from the eight city nodes, then the traveling salesman
of depot d2 chooses another city node to visit from the remaining seven city nodes, until
the two traveling salesmen have visited all city nodes. We can see that the bound of the
computational time complexity in this example is O(8!). We can then can infer that the
bound of the computational time complexity of an OP-MATSP with m traveling salesmen
and n city nodes is O(n!).

From the computational time complexity of OP-MATSP, we can see that the computa-
tional cost of our proposed integer linear programming model is acceptable for small-scale
multi-robot task assignment problems but unacceptable for large-scale problems.

d1

ia b c e f g h

d2

ia b c e g h

ib c e g h ib c e h

ic e h ie h

ie i

Figure 5. The diagram of all possible state space to search. d1 and d2 represent depot. a to c, e to i
represent the city nodes that the traveling salesman will visit.
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3. Results and Discussion

We use Python3 for coding. The computer’s configuration is as follows: Intel Core i7
3.0 GHz processor, 32 GB RAM, and Windows 10 operating system.

3.1. Setting and Instance Generation

The coordinates of the tasks and depots in the small-scale problems are randomly
generated within the scope of 25 × 16 (m × m), while the coordinates in the large-scale
problems are randomly generated within the scope 1000 × 1000 (m ×m). For the small-
scale problem, there are four experiment instances. They include 3 robots with 10 tasks,
3 robots with 15 tasks, 5 robots with 20 tasks, and 5 robots with 25 tasks. One experiment
instance is conducted for a large-scale problem that consists of 5 robots with 100 tasks.
The sum-of-cost (SOC) obtained in the following experiments does not contain the TOC of
all tasks.

3.2. Small-Scale Problems Solved by Gurobi

This section uses the Gurobi solver to solve the small-scale multi-robot task assignment
problem. First, we use the linear weighting method to give different weight coefficients
w1 and w2 to the objective functions (19) and (20), respectively, to form the new objective
function f3:

min f3 = w1 × f1 + w2 × f2 (34)

when the weight coefficient (w1, w2) is equal to (1, 0) and (0, 1), we get the objective func-
tion with the minimum sum-of-cost (SOC) and makespan (MS). When w1, w2 ∈ (0, 1),
sum-of-cost (SOC) and makespan (MS) are both considered in the new objective function.
Then, we use the Gurobi solver to solve the new ILP model. We set the weight coeffi-
cients (w1, w2) to (1, 0) and (0, 1) in four small-scale experiments, respectively. We set the
maximum CPU runtime of the Gorubi solver to 900 s.

In order to verify the theoretical analysis of the computational time complexity in
Section 2.5, we perform a statistical analysis of the CPU running time of the Gurobi solver
in four small-scale experiments. Table 1 shows that as the scope of the experiment grows,
the minimum SOC and minimum MS-based CPU runtimes grow longer. Furthermore, the
CPU runtime based on minimum makespan (MS) is longer than that based on minimal
sum-of-cost (SOC) in the same experiment. Figure 6 compares the CPU runtime based on
the minimum SOC and the computational time complexity of the same experiment. The left
and right vertical axes are the logarithmic values of CPU runtime and computational time
complexity based on the minimum SOC, respectively. We can see that the growth trend
of the above two curves is consistent with the increase of the problem size, which further
verifies that our theoretical analysis of the computational time complexity is correct.

Figures 7–10 represent the task sequence of each robot in the small-scale experiment
instances, respectively. Because the solution result based on the minimum sum-of-cost
(SOC) is only related to the TAC between tasks and has nothing to do with the TOC of the
task itself, the task nodes appear to cluster in Figures 7a–10a. The solution results obtained
based on the minimum makespan (MS) are not only related to TAC but also TOC, so the
task sequences are chaotic without the evident cluster phenomenon in Figures 7b–10b.

Table 1. The computer’s CPU runtime and the computational time complexity.

Item Ex-1 Ex-2 Ex-3 Ex-4

CPUtimeSOC 0.18 3.9 39.97 208.45
CPUtimeMS 1.08 362.08 900.57 1 900.4 1

O(n!) 10! 15! 20! 25!
1 The CPU runtime reaches the set threshold of 900 s.
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Figure 6. The comparison of the CPU runtime based on the minimum SOC and the computational
time complexity.

(a) Minimum sum-of-cost. (b) Minimum makespan.

Figure 7. Task sequences in experiment 1, including 3 robots and 10 tasks.

(a) Minimum sum-of-cost. (b) Minimum makespan.

Figure 8. Task sequences in experiment 2, including 3 robots and 15 tasks.
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(a) Minimum sum-of-cost. (b) Minimum makespan.

Figure 9. Tasksequences in experiment 3, including 5 robots and 20 tasks.

(a) Minimum sum-of-cost. (b) Minimum makespan.

Figure 10. Task sequences in experiment 4, including 5 robots and 25 tasks.

To explore the practical significance of the task assignment method in this paper, we
compare it with single-task assignment (STA). Most of the existing intelligent warehouses
adopt single-task assignment (STA). The approach based on the nearest distance between
the start point of the task and the idle robot is more widely adopted. We now simulate
it using the following method. First, we assign a task to the robot that is closest to the
task starting position. Then, when a robot completes the task, we give the next task to the
robot based on the nearest distance. When all tasks within the time window are given to all
robots, we end the simulation process.

Based on the above four small-scale experiments, we compare the task assignment
method based on the integer programming (ILP) model with the single-task assignment
based on the nearest distance. In the nearest-distance-based single-task assignment, after
the robot completes the task, it selects the nest task with the nearest distance to itself
each time. Essentially, the single-task assignment gets a local optimal solution. In each
task time window, the integer-linear-programming-based multi-task assignment (MTA)
determines the execution order of tasks according to the relationship between tasks, which
will obtain an optimal solution. We use Gap to represent the difference of sum-of-cost (SOC)
or makespan (MS) obtained by single-task assignment (STA) based on the nearest distance
and the ILP model. The expression of the Gap for sum-of-cost (SOC) and makespan (MS) is:

GapSOC = (SOCSTA − SOCILP)/SOCSTA (35)

GapMS = (MSSTA −MSILP)/MSSTA (36)

The results are shown in Table 2. The minimum sum-of-cost (SOC) and makespan (MS)
obtained by the ILP model is reduced by at least 30% and 37.6%, respectively, compared to
the nearest-distance-based single-task assignment (STA), and even by 44.3% and 50.2% in
some cases. The results show that the integer linear programming (ILP)-based multi-task
assignment (MTA) has great advantages over the single-task assignment method based on
the nearest distance for small-scale problems.
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Table 2. Comparison of single-task assignment (STA) and ILP-model-based task assignment for
small-scale experiments.

Index Item Ex-1 Ex-2 Ex-3 Ex-4

SOC
STA 345 598.5 773 889.05

ILP model 192 399 517.1 622.1
GapSOC 44.3% 33.3% 33.1% 30%

MS
STA 135 229 227 277.6

ILP model 77 143 113 139
GapMS 43% 37.6% 50.2% 49.9%

To further explore the task assignment of each robot in the four small-scale experiments,
the cost of each robot’s task sequence is represented by a histogram under the patterns
of (w1, w2) = (1, 0), (w1, w2) = (0, 1), and single-task assignment (STA). As shown in
Figure 11, when (w1, w2) = (0, 1), the total cost of each robot’s task sequence is relatively
balanced and the value of makespan (MS) is the smallest. When (w1, w2) = (1, 0), the
sum-of-cost (SOC) is the smallest. For the single-task assignment (STA) based on the nearest
distance, the values of sum-of-cost (SOC) and makespan (MS) are larger than the other two
task assignment patterns.

(a) Ex-1 (b) Ex-2

(c) Ex-3 (d) Ex-4

Figure 11. The cost for each robot’s task sequence under different task assignment methods.

From the above analysis, we know that the two-objective integer linear program-
ming (ILP)-based multi-robot task assignment in this paper has practical significance and
can significantly improve the operating efficiency and reduce the operating cost of an
intelligent warehouse.

3.3. Large-Scale Problems Solved by the Multi-Chromosome Coding-Based Genetic Algorithm

For large-scale problems, multi-chromosome coding-based genetic algorithms are
implemented. This kind of genetic algorithm not only has a smaller search space [30] but
also facilitates the integer coding for the multi-robot task assignment.
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The multi-chromosome coding-based genetic algorithm also includes chromosome
coding, population initialization, selection, crossover, mutation, and other processes. First,
the integer coding process of the multi-chromosome genetic algorithm is described. The
number of chromosomes of each individual in the population is equal to the number of
robots. For a multi-robot task assignment problem containing n tasks and m robots, the
task set is Vn, and the robot set is Vm. Each task represents a gene. Each individual in
the population contains m chromosomes. The sequence of genes represents the order of
tasks. After many generations of evolution, we pick out the best individuals from the
population and assign them to robots. Then, 5 robots and 20 tasks are used to illustrate the
multi-chromosome integer coding process, as shown in Figure 12. The specific generation
process of a random initial population of size S is as follows: First, the order of the original
task sequence needs to be disrupted, and then a robot is randomly chosen and assigned the
first task of the new task sequence. It then randomly chooses a robot from all the robots
and gives the second task to that robot. When all tasks are assigned, the individual of
the population will be retained if every robot has at least one task. Otherwise, it will be
discarded and re-assigned. The process is repeated until the population size reaches S.
The objective function (34) is used to evaluate the population’s individual. When weight
coefficient (w1, w2) is equal to (1, 0) and (0, 1), respectively, we get the best individual of
the population with the minimum sum-of-cost (SOC) and makespan (MS).

Figure 12. Multi-chromosome integer coding process of the genetic algorithm.

We use the multi-chromosome coding-based genetic algorithm in the GEATPY li-
brary to solve the large-scale multi-robot task assignment problem. GEATPY is a high-
performance genetic algorithm library, which can be found on https://github.com/geatpy-
dev/geatpy (accessed on 1 January 2022). We first test the eight kinds of multi-chromosome
coding-based genetic algorithms on the small-scale experiment instances. Eight kinds of
multi-chromosome coding-based genetic algorithms are shown in Table 3, including four
types of single-objective and four types of multi-objective. Selection strategies of genetic
algorithms include tournament, roulette wheel, and unconstrained random. We choose the
partial matching crossover and reverse mutation operators that come with the GEATPY
library for both crossover and mutation operators. We choose partial matching crossover
and reverse mutation operators for both crossover and mutation operators. Regarding
the crossover probability and mutation probability, we choose Pc = 0.7 and Pm = 0.5 in
the single-objective genetic algorithm, respectively, and Pc = 1 and Pm = 1 in the multi-
objective genetic algorithm. The iteration number of the genetic algorithm is 5000, and the
population size is 100.

Then, we compare this with the results of the ILP model using the Gurobi solver,
respectively. The experiment instances with different weight coefficients and different
genetic algorithms are repeated 10 times, respectively. In each small-scale experiment, we
statistically obtain the best and average values of sum-of-cost (SOC) and makespan (MS)
from 10 repetitions of the genetic algorithms. We use Gap to represent the difference of
sum-of-cost (SOC) or makespan (MS) obtained by the multi-chromosome coding-based

https://github.com/geatpy-dev/geatpy
https://github.com/geatpy-dev/geatpy
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genetic algorithm (GA) and the ILP model. The expression of Gap for sum-of-cost (SOC)
and makespan (MS) is:

GapSOC = (SOCGA − SOCILP)/SOCGA (37)

GapMS = (MSGA −MSILP)/MSGA (38)

Table 3. Multi-chromosome coding-based genetic algorithm templets of GEATPY .

Type Templet Selection Crossover Mutation

Single-obj

soea_psy_EGA_templet 1 Tournament partial matching (Pc = 0.7) Invertion (Pm = 0.5)
soea_psy_SEGA_templet 2 Tournament partial matching (Pc = 0.7) Invertion (Pm = 0.5)
soea_psy_SGA_templet 3 Roulette Wheel partial matching (Pc = 0.7) Invertion (Pm = 0.5)

soea_psy_studGA_templet [31] Tournament partial matching (Pc = 0.7) Invertion (Pm = 0.5)

Multi-obj
moea_psy_awGA_templet 4 Tournament partial matching (Pc = 1) Invertion (Pm = 1)

moea_psy_NSGA2_templet [32] Tournament partial matching (Pc = 1) Invertion (Pm = 1)
moea_psy_NSGA2_archive_templet 5 Tournament partial matching (Pc = 1) Invertion (Pm = 1)

moea_psy_NSGA3_templet [33] unconstrained random partial matching (Pc = 1) Invertion (Pm = 1)
1 This is the elitist reservation GA algorithm. 2 This is the strengthen elitist reservation GA algorithm. 3 This is
the simple GA algorithm. 4 This is the multi-objective awGA algorithm. 5 This is the NSGA-II algorithm with
global archive.

The comparison results of the multi-chromosome coding-based genetic algorithm and
the ILP model are shown in Table 4. In the same experiment, the Pareto frontier extreme
values obtained from the multi-objective genetic algorithm are equal to or close to the
results obtained by the Gurobi solver. The best value of makespan obtained by awGA,
NSGA2, NSGA2-archive, and NSGA3 in experiment 4 is smaller than the result obtained by
the Gurobi solver. This indicates that when the problem scale reaches 5 robots and 25 tasks,
the best value obtained by some genetic algorithms is better than that of the Gurobi solver.

To make it easier to compare the performance of each genetic algorithm in the four
small-scale experiments, we use box-whisker plots to display the results. Based on Table 4,
the box-whisker plots on the minimum sum-of-cost (SOC) and makespan (MS) are shown
in Figures 13 and 14. It can be seen that as the number of robots and tasks increases, the
Gap between the maximum and minimum results obtained by the same genetic algorithm
becomes larger under the same number of iterations. The stability of the solution results
gradually deteriorates. Among the eight tested genetic algorithms, the algorithms of EGA
and NSGA3 perform relatively better. Therefore, we next choose these two algorithms to
solve the large-scale problems.

The large-scale experiment instance includes 5 robots and 100 tasks. We use the two
algorithms to solve the experimental case 10 times. To further explore the influence of the
number of iterations of the genetic algorithm on the solution results, we set the number of
iterations to 5000 and 20,000, respectively. The other parameters are the same as those of
the small-scale experiment. We use the Gap to represent the difference between sum-of-cost
(SOC) or makespan (MS) when the number of iterations is 5000 and 20,000. The expression
of the Gap for sum-of-cost (SOC) and makespan (MS) is:

GapSOC = (SOC5000 − SOC20,000)/SOC5000 (39)

GapMS = (MS5000 −MS20,000)/MS5000 (40)

As shown in Table 5, when the number of iterations is 5000 and 20,000, the Gaps
between the best value and the average values of the sum-of-cost (SOC) and makespan
(MS) obtained by the EGA algorithm are all less than 4%. For the NSGA3 algorithm, the
Gap is less than 1%. The results show that the two genetic algorithms have achieved
good sub-optimal results when the number of iterations is 5000. They can be applied to
other large-scale multi-robot task assignment problems of the intelligent warehouse. When
the number of robots and tasks grows, we should appropriately increase the number of
iterations of the genetic algorithm to obtain better results.
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Table 4. Comparison results of the multi-chromosome coding-based genetic algorithms and ILP model in the small-scale experiments.

Ex Index
soea-EGA soea-SEGA soea-SGA soea-studGA moea-awGA moea-NSGA2-archive moea-NSGA2 moea-NSGA3

Best Aveg Best Aveg Best Aveg Best Aveg Best Aveg Best Aveg Best Aveg Best Aveg

Ex-1

SOC 192 195.8 192 200.1 195.5 204.6 192 196.7 192 198.2 192 194.6 192 196.5 192 192
GapSOC 0% 1.94% 0% 4.05% 1.79% 6.16% 0% 2.39% 0% 3.13% 0% 1.34% 0% 1.03% 0% 0%

MS 77 78.6 77 82.1 80 83 77 78.7 77 77.1 77 77 77 77 77 77.3
GapMS 0% 2.04% 0% 6.21% 3.75% 7.23% 0% 2.16% 0% 0.13% 0% 0% 0% 0% 0% 0.39%

Ex-2

SOC 399 403.9 399 414.1 429.5 437.4 399 409.1 406.5 414.7 399 403.65 399 403.7 399 400.7
GapSOC 0% 1.21% 0% 3.65% 7.1% 8.78% 0% 2.47% 1.85% 3.79% 0% 1.15% 0% 1.16% 0% 0.42%

MS 143 150.6 143 152.2 160 162.3 144 146.9 143 144 143 144.6 143 145.09 143 143.2
GapMS 0% 5.05% 0% 6.04% 10.63% 11.89% 0.69% 2.65% 0% 0.69% 0% 1.11% 0% 1.58% 0% 0.14%

Ex-3

SOC 523.25 535.12 534.6 552.99 571.6 588.21 525.5 534.92 524.6 531.98 518.1 532.15 520.6 531.93 518.1 526.97
GapSOC 1.18% 3.37% 3.27% 6.49% 9.53% 12.09% 1.6% 3.33% 1.43% 2.8% 0.19% 2.83% 0.67% 2.79% 0.19% 1.87%

MS 119.9 126.17 125 131.33 133.5 135.53 119.4 130.93 122 126.25 117 120.05 116 119.36 116.4 120
GapMS 5.75% 10.44% 9.6% 13.96% 15.36% 16.62% 5.36% 13.69% 7.38% 10.5% 3.42% 5.87% 2.59% 5.33% 2.92% 5.38%

Ex-4

SOC 629 645.53 725 755.09 755.6 793.1 639.1 647.16 631.1 652.01 625.5 640.31 622.1 635.6 622.1 637.89
GapSOC 1.1% 3.63% 14.19% 17.61% 17.67% 21.56% 2.66% 3.87% 1.43% 4.59% 0.54% 2.84% 0% 2.12% 0% 2.48%

MS 148.9 153.5 141 157.29 159.6 165.84 139 149.13 138 149.8 136.4 142.63 136.4 140.73 137.6 142.44
GapMS 6.65% 9.45% 1.42% 11.63% 12.91% 16.18% 0% 6.79% −0.72% 7.21% −1.91% 2.55% −1.91% 1.23% −1.02% 2.42%
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Figure 13. Box-whisker plots of sum-of-cost obtained by eight kinds of genetic algorithms on the
small-scale experiments.

Figure 14. Box-whisker plots of makespan obtained by eight kinds of genetic algorithms on the
small-scale experiments.
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Table 5. Large-scale experiment results by genetic algorithms.

Index Interation
EGA NSGA3

Best Aveg Best Aveg

SOC
5000 186,274 188,044 183,507 185,334

20,000 182,712 184,076 182,074 184,494
GapSOC 1.91% 2.11% 0.78% 0.45%

MS
5000 40,410 42,021 37,241 37,836.2

20,000 39,552 40,455.3 37,272 37,795.7
GapMS 2.12% 3.73% −0.08% 0.11%

4. Conclusions

This paper proposes a two-objective integer linear programming (ILP) model of
open-path multi-depot asymmetric traveling salesman problem (OP-MDATSP) for the
multi-robot task assignment in an intelligent warehouse. The theoretical bound on the com-
putational time complexity of this model is O(n!). Then, we transfer the two-objective linear
integer programming model to a single-objective model using the linear weight method.
We solve this single-objective model on a small-scale problem using the Gurobi solver, and
we compare the results with the nearest distance-based single-task assignment method.
The values of the minimum sum-of-cost and makespan obtained based on the ILP model
are much lower than those of the the nearest-distance-based single-task assignment (STA).
After testing eight kinds of different multi-chromosome coding-based genetic algorithms
in four small-scale experiments, we find that two genetic algorithms, EGA and NSGA3,
perform relatively better. We use them to solve the large-scale problems. The results of
the large-scale experiments show that the two genetic algorithms can solve large-scale
problems well. This shows that the multi-robot task assignment method proposed in this
paper has great practical significance for the intelligent warehouse to reduce its operating
cost. In addition, we can adjust the weight coefficients in the objective function of this
paper according to the needs of the actual scene.

For the following work, we will consider the path conflicts between robots during the
task assignment of the intelligent warehouse. In addition, this paper only considers task
assignment in a static state, where all task points and robot positions are determined. In the
future, we will consider some unexpected scenarios, such as the dynamic change of robot
state and task point state, to further verify the robustness of our method. In this paper,
we assume that the robot’s power is infinite and do not consider issues such as charging,
which we will study in the following work.
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