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Abstract: This study presents the adoption of locally constrained regression models (LCRMs) with
logarithmic transformations in order to model the flow stress behavior of the high-temperature
deformation of 5005 aluminum alloy. Hot tensile tests for 5005 aluminum alloy were conducted
under the temperatures of 290 ◦C, 360 ◦C, 430 ◦C, and 500 ◦C, and the strain rates of 0.0003/s, 0.003/s,
and 0.03/s. The flow stress behavior was analyzed based on variations in temperature and strain
rate. The flow stress during the hot deformation was modeled using the traditional Arrhenius type
constitutive equation and the neural network approach. Then, for improved prediction accuracy,
the flow stress was modeled using LCRMs. The prediction accuracies of the models were compared
by calculating the MAE (Maximum Absolute Error) and RMSE (Root-Mean-Squared Errors) values.
The MAE and RMSE of the LCRMs were lower than the errors of the Arrhenius equation and the
neural network model. The results show that LCRMs can be useful in modeling the flow stress of
5005 aluminum alloy, and that the developed model can accurately predict the flow stress.

Keywords: hot deformation; 5005 aluminum alloy; locally constrained regression models

1. Introduction

5xxx series aluminum alloys—which contain magnesium (Mg) as the main alloying
element—have good corrosion resistance, weldability, and strength to weight ratios [1–3],
and they are also non-heat treatable. These advantages make such alloys premier materials
for a wide range of applications, including vessel structures, ship construction, the automo-
tive industry, the aircraft industry, the chemical industry, and food handling [2–5]. As a
result, 5xxx aluminum alloys have attracted substantial research attention. For instance,
the hot forming characteristics of the alloy have been examined in attempts to improve the
production methods, reduce the cost, and improve the performance of aluminum products.
To understand hot formability, it is essential to elucidate high-temperature deformation and
flow stress behavior, and to derive the constitutive equation of the hot deformation. The
constitutive equation explains the variation of stress as functions of various parameters,
including strain rate, temperature, and strain. To date, many types of constitutive equations
have been adopted to model the flow stress of the hot deformation of metallic alloys; the
Arrhenius type constitutive equation based on the Zener-Hollomon theory has been the
most widely used among them.

For instance, Tang et al. [6] studied the hot deformation of supersaturated Inconel 718
superalloy. In that study, the Inconel alloy was subjected to hot deformation tests at temper-
atures of 1100–1200 ◦C, and the flow stress was modeled using the Arrhenius type equation.
Liu et al. [7] examined Hastelloy C-276 alloy through hot tensile tests at temperatures
ranging between 1223–1423 K and strain rates ranging between 0.01–10/s. In that study,
the flow stress was modeled using the modified Zerilli–Armstrong model, the modified
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Johnson-Cook model, and the modified Arrhenius model. The research findings showed
that the modified type of the Arrhenius model predicted the flow stress best. Ohdar et al. [8]
studied the high-temperature deformation of AISI 1035 steel. In that study, AISI 1035 steel
was subjected to hot compression tests at temperatures ranging between 900–1100 ◦C and
strain rates ranging between 0.2–20/s. They also accurately modeled the flow stress of
AISI 1035 steel by adopting the Arrhenius constitutive equation. Thakur et al. [9] also used
the Arrhenius equation to model the hot deformation flow stress of Nb-V-Ti micro-alloyed
steel. In that study, hot compression tests were conducted on steel at temperatures ranging
between 850–1100 ◦C and strains ranging between 1–100/s. The results showed that the
Arrhenius type equation had a good level of performance. Traditionally, constitutive equa-
tions, including the Arrhenius equation, have been developed based on regression methods.
However, regression-based constitutive equations often lack accuracy and efficiency in
modeling complex flow stress behavior. Specifically, the relationships between flow stress
and process parameters such as strain, strain rate, and temperature are highly nonlinear.

Therefore, a new modeling method using the neural network approach has been
adopted [10–15]. For instance, Quan et al. [10] studied the hot deformation of 7050 Alu-
minum Alloy. In that work, hot compression tests for 7050 aluminum alloy were conducted
at strain rates ranging between 0.01–10/s and temperatures ranging between 573 K and
723 K. The flow stress of 7050 aluminum alloy during the hot deformation was modeled
using the improved type of Arrhenius equation and the neural network model. The per-
formance of the neural network model was found to be better than that of the Arrhenius
equation. Zhao et al. [11] performed hot compression tests of Ti600 titanium alloy at tem-
peratures ranging between 760–920 ◦C and strain rates ranging between 0.01–10/s. The
flow stress of the Ti600 titanium alloy was modeled using the Arrhenius equation, multiple
linear model, and neural network model. The results showed that the predictions made
by the neural network model were more accurate and efficient than those made by the
other models.

Although the neural network approach has been successfully used to model hot defor-
mation while substantially compensating for the drawbacks of the traditional constitutive
equations, the neural network approach is limited by inefficiencies. As a result, there is
still a crucial need to improve the modeling method, and this occurs in the development
process. The development process involves the complex work of optimizing the process
parameters, including the number of hidden layers, neurons, epochs, etc. The developed
neural network model is sometimes computationally expensive. Furthermore, the neural
network model is often inaccurate due to overfitting.

A literature review reveals the significance of new research adopting the new approach
in modeling the flow stress of hot deformation. In other words, it is important to find
a new highly efficient approach that makes accurate predictions. The research findings
obtained using the new approach can be applied to research modeling the hot deformation
of different types of metallic alloys.

The present work proposes a new modeling method for the high-temperature tensile
deformation of 5005 aluminum alloy. First, the deformation characteristics were studied
by discussing the flow stress behavior. The variation in flow stress was first modeled
by the Arrhenius constitutive equation and the neural network model. Then, a newly
proposed multiple modeling methodology consisting of locally constrained regression
models (LCRMs) that use logarithmic transformations through switching was used; the
logarithmic transformation of variables in a regression model is one of the most common
ways to establish a nonlinear relationship between independent and dependent variables,
and using the logarithm of one or more variables can effectively capture a nonlinear
property while maintaining the linearity of the model [16]. Log transformation is also an
effective method of transforming heavily skewed variables close to a normal distribution.
Therefore, the predictive regression model for each domain was optimized through a
logarithmic transformation to better express the nonlinearity of the flow stress.
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The different models adopted in this research were compared to determine the com-
parative performance of locally constrained regression models (LCRMs) in terms of errors
and reliability. This research aimed to contribute to the field of research searching for an
efficient and accurate method for modeling the flow stress of hot deformation. Section 2
of this article explains the preparation of the test specimen and the process by which the
hot tensile experiments were conducted. Section 3 describes the theory of the Arrhenius
equation and LCRMs. In the Section 4, the measured stress and stress values predicted by
the Arrhenius equation, neural network, and LCRMs are compared in terms of various
aspects. Section 5 of this article provides the conclusion, which explains the limitations of
the presented model and directions for future research.

2. Materials and Methods
2.1. Specimen Preparation

The 5005 aluminum tensile specimens were prepared in the rolling direction according
to the ASTM-E8 standard. Planar specimens were used, and these were Wire EDM ma-
chined. The dimensions of the specimen were as follows: 4 mm thick, approximately 61.66 mm
long, and 14 mm wide. Figure 1 shows the machined specimens and their dimensions. Table 1
lists the typical physical properties and material properties of 5005 aluminum alloy [17].
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Figure 1. (a) machined specimens and (b) dimensions (mm).

Table 1. Physical and material properties of 5005 aluminum alloy.

Properties Melting Temp. Thermal
Conductivity

Thermal
Expansion

Tensile
Strength

Brinell
Hardness

Values 655 ◦C 201 W/mK 23.5 × 10−6/K 145–185 MPa 47 HB

2.2. Tensile Tests

In this study, high-temperature tests were performed at temperatures of 290 ◦C,
360 ◦C, 430 ◦C, and 500 ◦C, as well as strain rates of 0.0003/s, 0.003/s, and 0.03/s at each
temperature. The strain rates were considered to be similar than those in the hot rolling
process. Figure 2 shows the test equipment (MTS-810 model) used for the tensile tests.
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3. Flow Stress Modeling
3.1. Arrhenius Type Constitutive Equation

In the present work, the Arrhenius constitutive equation based on the Zener–Hollomon
theory [18] was used to model the hot deformation flow stress of 5005 aluminum alloy.
Q
(

J mol−1
)

is the activation energy, while T(K) is the temperature and denotes the gas

constant of 8.314 J mol−1 K−1. The Zener–Hollomon parameter Z was defined according
to Equation (1).

Z =
.
ε exp

(
Q
RT

)
(1)

In (1),
.
ε
(
s−1) denotes the strain rate defined in Equation (2) below,

.
ε = AF(σ) exp

(
−Q
RT

)
(2)

where A is the material constant and F(σ) is the function, defined as (3):

F(σ) =

 σn′ ασ < 0.8
exp(βσ) ασ > 1.2
[sinh(ασ)]n for all ασ

(3)

In (3), σ is the stress and n′, α, β, and n are the materials constants. After substituting
the first, second, and third equations of (3) into Equation (2) and taking the logarithms of
the three formulas, one can respectively obtain Equations (4)–(6):

lnσ =
1
n′

ln
.
ε − 1

n′
lnB (4)

σ =
1
β

ln
.
ε − 1

β
lnC (5)

ln[sinh(ασ)] =
ln

.
ε

n
+

Q
nRT

− lnA
n

(6)

After obtaining the equations, n′ can be obtained by calculating the slope of lnσ− ln
.
ε

plots, and β can be obtained from the slope of the σ− ln
.
ε plots. The material constant n is

obtained by calculating the slope of the ln[sinh(ασ)]− ln
.
ε plots, and the constant Q can

be obtained by calculating the slope of the ln[sinh(ασ)]−
(

1
T

)
plots.

After n′ and β are obtained, the material constant α can be determined as in (7):

α =
β

n′
(7)
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Equation (8) is obtained using (3) and (6) as below.

lnZ = lnA + nln[sinh(ασ)] (8)

Then, the material constant A is calculated using the y-axis intercept of the lnZ −
ln[sinh(ασ)] plot. The obtained material constants n, α, Q, and A are the functions of

strain. In this research, the constants are described as 5th order polynomials, as indicated in
(9)–(12). The coefficients of the polynomials obtained by regression are presented in Table 2.

Table 2. Coefficient of polynomials.

Constant 5th 4th 3rd 2nd 1st 0th

n 119,942.697 −51,904.395 9175.732 −809.63 32.563 4.198
α 644.172 −200.608 20.968 −0.566 −0.017 0.034
Q 3.7 × 109 −1.5 × 109 2.32 × 108 −1.7 × 107 398,016.905 151,749.123
A 4.72 × 1014 −1.9 × 1014 2.71 × 1013 −1.1 × 1012 −5.5 × 1010 4.58 × 109

n = n5ε
5 + n4ε

4 + n3ε
3 + n2ε

2 + n1ε
1 + n0 (9)

α = α5ε
5 + α4ε

4 + α3ε
3 + α2ε

2 + α1ε
1 + α0 (10)

Q = q5ε
5 + q4ε

4 + q3ε
3 + q2ε

2 + q1ε
1 + q0 (11)

A = a5ε
5 + a4ε

4 + a3ε
3 + a2ε

2 + a1ε
1 + a0 (12)

The flow stress of the hot deformation can be derived using (2) and (3), as in (13).

σ =
1
α

ln

(Z
A

) 1
n
+

[(
Z
A

) 2
n
+ 1

] 1
2

 (13)

In the present study, the flow stress was calculated through the Arrhenius equation
using 25 selected points from each true stress–strain curve.

3.2. Locally Constrained Regression Model

A general way to model a nonlinear function, f , is to approximate a model in the form
y = f (x;α) + ε, where f is not linear with respect to the unknown parameters α, or to
transform the output variable, y, and/or the input variable, x, before estimating its linear
regression model, y = αTx + β+ ε. This translates into a nonlinear relationship between
input and output, but the model itself is still linear in its parameters [19]. A commonly
used input/output transformation is the (natural) logarithm, and the transformed model
in log-log form can be expressed as [20]:

lny = αT ln x + β+ ε (14)

However, there are cases wherein simply transforming the data is not adequate for
more complex representations of nonlinear characteristics, thus necessitating a more general
specification. Assuming f is simply a more flexible nonlinear function of x, a better
modeling approach would be to split the global nonlinear model f into several parts
and make them regionally linear, thus resulting in locally constrained regression models
(LCRMs) such that [21,22]:

lny = αT
i ln x + βi + ε, i = 1, · · · , N (15)

where N is the number of local expert models and ε is the modeling error. As such, the
concept of multiple modeling with switching is applied to allow the input feature domain
to be naturally partitioned into multiple individual subtasks and to develop a relatively
simple linear model for each partition in the region so that the set of developed models
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can be used to approximate the nonlinear properties [23]. As a result, multiple modeling
schemes are very effective for modeling complex nonlinear systems. A smoother way to
fit a nonlinear system is to use a piecewise quadratic or higher order trend rather than a
piecewise line as described above. However, it is not recommended to fit a model higher
than a quadratic to predict the stress of the aluminum alloy examined in this study because
in the process of extrapolation, it can often be impractical to predict the outcome. Therefore,
the least squares estimate of the parameters (αT

i ,βi) is adopted due to its linearity in terms
of the parameters.

From this point of view, the proposed modeling scheme consists of a set of N regression
models that approximate the stress properties of aluminum alloy, as well as a switching
logic that selects the most optimized model based on its temperature. Figure 3 shows the
overall architecture of the proposed multiple models with switching. The temperature
value from 5005 aluminum alloy is provided as the input to the switching logic, which
is translated into the regression model best suited to represent the stress with respect to
properties such as strain and strain rate.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 6 of 13 
 

schemes are very effective for modeling complex nonlinear systems. A smoother way to 

fit a nonlinear system is to use a piecewise quadratic or higher order trend rather than a 

piecewise line as described above. However, it is not recommended to fit a model higher 

than a quadratic to predict the stress of the aluminum alloy examined in this study be-

cause in the process of extrapolation, it can often be impractical to predict the outcome. 

Therefore, the least squares estimate of the parameters (𝛂i
T, βi) is adopted due to its line-

arity in terms of the parameters. 

From this point of view, the proposed modeling scheme consists of a set of N regres-

sion models that approximate the stress properties of aluminum alloy, as well as a switch-

ing logic that selects the most optimized model based on its temperature. Figure 3 shows 

the overall architecture of the proposed multiple models with switching. The temperature 

value from 5005 aluminum alloy is provided as the input to the switching logic, which is 

translated into the regression model best suited to represent the stress with respect to 

properties such as strain and strain rate. 

 

Figure 3. Schematic of the proposed multiple models with switching used to predict the stress of 

5005 aluminum alloy. 

In summary, once each regression model is constructed via the least-squares method 

using the data sets of strain, strain rate, and flow stress included in each subdomain, the 

best fit regression model representing the flow stress is selected by the temperature-de-

pendent switching logic of 5005 aluminum alloy. 

4. Results and Discussion 

4.1. Results 

Figure 4 depicts true stress–strain curves at different temperatures. The variations in 

stress are considered to be largely dependent on variations in temperature and strain rate. 

The peak stress decreases with increases in temperature, while the peak stress increases 

with increases in strain rate. Maximum elongation was observed at 430 °C and 0.003/s, 

while minimum elongation was observed at 290 °C and 0.03/s. 

  
(a) (b) 

Figure 3. Schematic of the proposed multiple models with switching used to predict the stress of
5005 aluminum alloy.

In summary, once each regression model is constructed via the least-squares method
using the data sets of strain, strain rate, and flow stress included in each subdomain, the best
fit regression model representing the flow stress is selected by the temperature-dependent
switching logic of 5005 aluminum alloy.

4. Results and Discussion
4.1. Results

Figure 4 depicts true stress–strain curves at different temperatures. The variations in
stress are considered to be largely dependent on variations in temperature and strain rate.
The peak stress decreases with increases in temperature, while the peak stress increases
with increases in strain rate. Maximum elongation was observed at 430 ◦C and 0.003/s,
while minimum elongation was observed at 290 ◦C and 0.03/s.

Figure 5 shows a comparison between the measured stress and the stress predicted
by the Arrhenius equation at 290 ◦C, 360 ◦C, 430 ◦C, and 500 ◦C. The results show
that the Arrhenius equation has low prediction accuracy. Specifically, it was observed that
the prediction accuracy was significantly low at 290 ◦C. The MAE—defined as
MAE = 1/n ∑n

k=1(|yk − ỹk|)—of the predicted data was 4.515, while the RMSE—defined

as RMSE =
√

1/n ∑n
k=1(|yk − ỹk|)

2—of the predicted data was 6.904.
To evaluate the predictive performance of the proposed LCRMs, data samples of

strain, strain rate, and stress were extracted at temperatures of 290 ◦C, 360 ◦C, 430 ◦C, and
500 ◦C from 5005 aluminum alloy; therefore, four log-log regression models were created
to predict the stress of aluminum alloy relative to the temperature. Each regression model
had different properties to capture the overall stress dynamics, and the parameters were
estimated by a vector consisting of the strain and strain rate of aluminum alloy obtained
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from 348 samples. After optimizing the parameters, a set of multiple models was tested
with a series of 87 new data samples. For comparison with the proposed modeling scheme,
a Neural Network (NN)—a representative nonlinear global model—was employed, and
the selected number of neurons in the hidden layer of the NN was 20.
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Figure 6 shows the comparison between the measured stress and the stress predicted
by the Neural network at 290 ◦C, 360 ◦C, 430 ◦C, and 500 ◦C. The accuracy of the predictions
made by the Neural network were substantially improved compared to those made by the
Arrhenius equation. Furthermore, Figure 7 depicts the comparison between the measured
stress and the stress predicted by LCRMs at 290 ◦C, 360 ◦C, 430 ◦C, and 500 ◦C. The
prediction made by the LCRMs is shown to predict the flow stress with the best accuracy.
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4.2. Discussion on the Performances of the Algorithms

Table 3 presents a comparison of the predictive performances of different models eval-
uated in terms of Maximum Absolute Error (MAE) and Root-Mean-Squared Errors (RMSE).
The best result with LCRM was an RMSE of around 0.432, while the best result with a
conventional global model, NN, was an RMSE of about 1.229. This result demonstrates that
the proposed LCRMs scheme with switching is superior to a single global nonlinear model.

Table 3. MAE and RMSE for three methods.

Method
290 ◦C 360 ◦C 430 ◦C 500 ◦C Average

MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE

Arrhenius
equation 12.872 13.296 0.769 0.903 2.052 2.324 2.367 2.769 4.515 6.904

NN 1.448 1.594 1.621 1.653 0.73 0.831 0.238 0.286 1.009 1.229
LCRMs
(ours) 0.525 0.818 0.133 0.169 0.145 0.183 0.105 0.127 0.227 0.432
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In this research, the accuracy of the different models was further evaluated by calculat-
ing the correlation coefficient denoted as R, as well as the Average Absolute Relative Error
(AARE). Figure 8 shows the correlation between the experimental value and the predicted
value by different models along with the R and AARE values for each model. The R and
AARE values of the LCRMs are observed to be superior compared to those of the Arrhenius
equation and NN. This indicates that the LCRMs have the most accurate performance.

Studies were performed to obtain the relative percentage errors of the three different
models. Figure 9 shows the relationships between relative percentage error and relative
frequency for the (a) Arrhenius equation, (b) NN, and (c) LCRMs. In each plot, the relative
percentage errors were indicated by the mean error value µ and the standard deviation w.
The absolute value of the mean of the relative percentage error by LCRMs was 0.029 while
the absolute values of the mean obtained by the Arrhenius equation and NN were 2.381
and 3.165, respectively. The standard deviation of the relative percentage error obtained by
the LCRMs was 0.998 while the standard deviations of the error derived by the Arrhenius
equation and NN were 14.192 and 2.308, respectively. The results showed that the errors
by the Arrhenius equation and NN were dispersed. The study of the relative percentage
error indicates that the performances of the LCRMs were the most reliable compared to
the Arrhenius equation and the NN. Meanwhile, it should be noted that the absolute
value of the mean of the relative percentage error obtained by the traditional Arrhenius
equation is smaller than that obtained by the NN, while the standard deviation of the
relative percentage error obtained by the Arrhenius equation is larger than the standard
deviation obtained by the NN. The current research implies that the presented LCRMs
are superior to the Arrhenius equation and NN in terms of prediction error and reliability.
Further, the modeling using the LCRMs showed the best efficiency.
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5. Conclusions, Limitations, and Future Research
5.1. Conclusions

In this research, the hot deformation flow stress of 5005 aluminum alloy was modeled
using Locally Constrained Regression Models with Logarithmic Transformations (LCRMs),
the Arrhenius equation, and a neural network (NN). The MAE and RMSE values obtained
by the LCRMs were smaller than those obtained by the Arrhenius equation and the NN.
The investigation of R and AARE also indicated that the LCRMs are the most superior. The
study of the relative percentage errors indicated that the performance of the LCRMs was
the most reliable.

The MAE and RMSE values obtained by the LCRMs were 0.227 and 0.432, respectively,
while the respective errors obtained by the Arrhenius equation were 4.515 and 6.904 and
the respective errors obtained by the NN were 1.009 and 1.229. Therefore, the modeling by
the LCRMs was found to be the most accurate.

The correlation coefficients R and AARE obtained by the LCRMs were about 0.98515%
and 12.0203%, respectively, while the R and AARE values obtained by the Arrhenius
equation were 0.99952% and 3.31089%, respectively, and the R and AARE values obtained
by the NN were 0.99982% and 0.7283%, respectively.

The absolute value of the mean of the relative percentage error by LCRMs was 0.029
and the standard deviation of the relative percentage error by the LCRMs was 0.998. The
absolute value and the standard deviation by the Arrhenius equation were 2.381 and 14.192,
respectively, while the absolute values and the standard deviation by the NN were 3.165
and 2.308, respectively. Therefore, the results showed that the LCRMs were most reliable.

The absolute mean of the relative percentage error by the NN was larger than the
absolute mean value of the Arrhenius equation, while the standard deviation by the NN
was smaller than the standard deviation of the Arrhenius equation. The superiority of both
the Arrhenius equation and NN needs to be investigated further.

5.2. Limitations and Future Research

In the current research, there were difficulties in extrapolation, and the LCRMs could
not properly predict the stress for higher strain rates than those used in the given experi-
mental data. This provided directions for future research.
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