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Abstract: The evolution of smart water grids leads to new Big Data challenges boosting the develop-
ment and application of Machine Learning techniques to support efficient and sustainable drinking
water management. These powerful techniques rely on hyperparameters making the models’ tuning
a tricky and crucial task. We hence propose an insightful analysis of the tuning of Artificial Neural
Networks for drinking water demand forecasting. This study focuses on layers and nodes” hyperpa-
rameters fitting of different Neural Network architectures through a grid search method by varying
dataset, prediction horizon and set of inputs. In particular, the architectures involved are the Feed
Forward Neural Network, the Long Short Term Memory, the Simple Recurrent Neural Network and
the Gated Recurrent Unit, while the prediction interval ranges from 1 h to 1 week. To avoid the
problem of the Neural Networks tuning stochasticity, we propose the selection of the median model
among several repetitions for each hyperparameter’s configurations. The proposed iterative tuning
procedure highlights the change of the required number of layers and nodes depending on Neural
Network architectures, prediction horizon and dataset. Significant trends and considerations are
pointed out to support Neural Network application in drinking water prediction.

Keywords: artificial neural networks; drinking water consumption; machine learning; grid search
hyperparameters; short-term forecasting; tuning analysis; water smart grids; water supply systems

1. Introduction

Nowadays the forecasting of water demand is a fundamental task for the proper
management of Water Distribution Systems (WDS). The new era of Big Data has made an
enormous amount of information available, leading to the development of more precise
prediction tools in several fields. At the same time, the increase of water demands from
humans and agriculture purposes with the negative effects of climate change on water avail-
ability requires sustainable and efficient management of water and energy resources [1-3].
The scientific community focused on developing new and advanced methodologies to
forecast the water consumption in a WDS [4]. In recent years, a plethora of methodologies
have been developed for short-term forecasting, e.g., [5,6]. Early works tackled this topic
by using conventional and statistical approaches [7]. For instance, these forecasting tech-
niques include linear regression and time series analysis [8] or the Seasonal AutoRegressive
Integrated Moving Average (SARIMA) class of methods [9,10].

With the growth of computational power from the beginning of this century, many
studies started to explore methods that belong to the machine learning field. It was noticed
that models based on machine learning have the potential to improve the forecast procedure.
It is worth noting that the forecasting of urban water demand is a demanding task due to
the stochastic and complex nature of the demand itself [11]. In this frame, machine learning
methods appeared a suitable and promising option. In fact, many studies [12,13] showed
how machine learning methods outperform the more classical approaches. Thereafter,
the scientific community started to work at the development of new methodologies even
more powerful to deal with the complexity of the different water demand time series.
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For example, Guo et al. [6] proposed a methodology based on a Gated Recurrent Unit
(GRU) to predict the water consumption until a time resolution of 15 minutes of two
districts in China. The authors made also a comparison with a classic Artificial Neural
Network (ANN) model and with a SARIMA one, proving that the GRU model was able
to outperform the other 2 in the proposed test cases. Furthermore, Ambrosio et al. [14]
proposed a machine learning committee model to combine different techniques to achieve
a more robust and performing model. The authors analysed different combinations of
techniques as the multilayer perceptron, the support vector machines, the random forest
and many others, to show that the resulting committee model was able to outperform
single models. Another significant example is given by Xenochristou and Kapelan [15].
They proposed an ensemble model to predict the consumption of the Southwest of England
demonstrating that the performance of the ensemble model overcomes those of single
models for both accuracy and reliability. Moreover, they compared different bias correction
techniques aimed at the improvement of the model performances.

Hence, machine learning can be considered the current state-of-the-art technique in
the field of the short-term forecasting of water demand. However, a large part of these
methods relies on hyperparameters to achieve high-level performances [16]. For these
reasons, it is fundamental to tune properly the hyperparameters of ANN models. Several
strategies were developed to find the optimal settings for their machine learning models,
which include grid search, random search, Bayesian optimization, gradient-based opti-
mization and evolutionary optimization. One of the widely used technique is the grid
search, which consists of a deep evaluation through a specified space of hyperparameters.
This method can be computationally slow in case of wide space to explore. However, this
method ensures a complete study of the hyperparameters combinations of ANN mod-
els due to its excellent explainability. An alternative method is the random search [17],
which selects some sets of parameters randomly making the tuning computationally less
intensive. Then, many other optimization approaches have been proposed by the scientific
community, ranging from Baysian optimization [18,19] to evolutionary optimization [20,21].
For instance, Perea et al. [22] proposed to couple a dynamic artificial neural network with a
genetic algorithm. This strategy allowed the authors to find the optimal hyperparameters
for their model, whose aim was to forecast daily irrigation water demand.

The reason for this study lies in the current challenge of designing a reliable machine
learning model able to manage the complex task of selecting the best Artificial Neural
Networks structure in the field of drinking water. We intend to advance in the field of ANN
tuning for water demand forecasting by providing significant outcomes obtained from the
procedure presented afterwards based on an iterative grid search analysis. Indeed, this
procedure investigates the tuning of nodes and layers, which costituite the structure of deep
ANN, for the short term forecasting models of different prediction horizons. A suitable
ANN tuning guarantees a reliable water demand prediction which is a crucial information
for water distribution operators [12]. Short term water demand prediction provides hourly
values from 1 h up to 1 week into the future able to support different WDS activities. Several
practical implications follow: the optimal management relies on the accuracy of the tuned
models and their outcomes, including tanks levels management, valves regulation, pumping
operations scheduling, pressure management, anomaly detection, leakages identification
and maintenance activities planning [23-27].

Specifically, the focus of this study relies on insightful analysis of the deep ANN tuning
through a iterative grid search, which is the most widely used method. Although this
method is not the most performing one in term of accuracy and computational intensity, it
ensures the best explainability which is a crucial aspect for the proposed tuning analysis.
Thus, the grid search allows for the investigation of the results of different models by
varying the number of layers and the number of nodes for different combinations of dataset,
set of inputs, forecasting horizon and also for four ANN architectures. The latter involved
are the Feed Forward Neural Network (FFNN), the Long Short-Term Memory (LSTM),
the Simple Recurrent Neural Network (SRNN) and the Gated Recurrent Unit (GRU), which
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are state-of-the-art algorithms widely used in engineering problems. Moreover, 24 different
combinations of layers and neurons, which range respectively between 1-3 and 16-96,
have been investigated. Regarding the dataset, 2 types of water demand time series have
been used, one synthetic and the other real. Besides, this study has been carried out on 4
forecasting horizon, which are 1 h, 6 h, 1 day and 1 week. Eventually, two sets of inputs for
each forecasting horizons, meaning different numbers of lags, have been selected. For the
sake of clarity, the proposed analysis involves the ANN tuning based on univariate time
series of water consumption modelling, which means that the only included data are the
time series itself and other related calendar effects.

The reliability of the ANN tuning results of each combination has been ensured by
repeated tuning simulations followed by the selection of median of the models chosen on
the basis of Mean Absolute Percentage Error (MAPE). An in-depth analysis is presented on
the variability of the ANN tuning results of different architectures and prediction horizons
for supporting the selection of the number of tuning iterations. This selection has been done
looking at the correct compromise between computational intensity and accuracy of models
selection. Finally, the results of the proposed tuning investigation on the multiple combina-
tions of hyperparameters are presented highlighting the identified trends and comparing the
4 ANN architectures. The required number of layers and nodes of the models depends on
the Neural Network technique, the prediction horizon, the set of inputs and also the dataset.
Significant considerations are pointed out to support Neural Network application in drinking
water prediction. Despite that, the outcomes carried out in this study are strictly related to
hyperparameters tuning of water demand forecasting due to the data driven nature of ANN
forecasting modelling and are not directly portable to other types of data. Indeed, the unique-
ness of this study in the field of water engineering does not allow a comparative analysis
with other works. Nevertheless, a few analyses on the tuning process of ANN have been
proposed in different areas, e.g., spatial data in ecological modelling [28], hyperparameters
in AlphaZero-like self-play algorithm [29] and energy smart grids [30], resulting in useless
comparison due to the specificity of data driven models.

The remainder of the paper is structured as follows. Section 2 introduces the data
concerning synthetic and real case study and the analysis methodology, specifying each
step from procedure structure to evaluation metrics. Section 3 illustrates the implications
of ANN stochasticity in tuning (Section 3.1) and then presents the main results of the
several analysed combinations of hyperparameters (Section 3.2). Final remarks in Section 4
conclude the article.

2. Methods and Materials
2.1. Materials

Two case studies are proposed to carry out the tuning analysis. The first regards an
artificially generated time series following the procedure proposed by Menapace et al. [31],
hereafter called 51, and the second one is a real WDS in Trentino (Italy), hereafter called
ts2. The complete time series are reported in Figure 1.

An insight of the inner structure of the proposed consumption time series is given in
Figure 2.

Both the time series are characterised by an important variability in their behaviour.
In particular, the synthetic time series (ts1), which is depicted in Figures 1a and 2a, shows
an important daily but also yearly seasonality. ts1 has been generated to supply water
to approximately 5000 users and random noises have been added to the water request to
enhance its variability and producing a realistic final water consumption. For additional
details about the procedure, see [31]. Concerning the real consumption time series (fs2)
reported in Figures 1b and 2b, it shows a seasonal component with an enhanced daily
variability. In addition, an anomaly occurs between 2017 and 2018 making the learning of
the ANN models more complex.
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Figure 1. Full length of the time series of water consumption adopted in this study. (a) depicts the
synthetic time series (ts1), whereas (b) represents a real consumption of a WDS in Trentino (ts2).

12.5 50
10.0
40
2 15 z
2 2
5.0 30
25 20
N 0 P A 5 6 ® N 0 > ) 6 ®
OO o 9P 9% 9P 9P o o S\ oS I\ 9P 9P oS oF

I\LaPN K K i INUSIPE\ PN S\ \ PN\ N\ N\ N\ K K
AV VT VT VT VT VT VT oV AT AT T AT T g g gV
(a) (b)

Figure 2. A weekly view of the two time series. (a) and (b) show the intra-daily behaviour of ts1 and
ts2, respectively.

2.2. Methods
2.2.1. Methodology Structures

This section presents a description of the methodology used for the proposed inves-
tigation. It is worth noting that the training of a neural network model is an optimisation
procedure aiming to build up the more performing model to accomplish a defined task.
Due to the nature of this optimisation, the model resulting from the training procedure is
slightly different even adopting the same set of parameters. This is due to the fact that ANN
algorithms use randomness during learning to help finding the best model and avoiding the
local optima. For this reason, it is proposed to perform an iterative investigation to address
this stochastic component. Figure 3 summarises the proposed investigation methodology.

Figure 3 shows the proposed iterative grid search procedure, whose aim is to assess
the hyperparameters tuning in the context of water demand forecasting. The procedure,
which is repeated N times, consists of the problem definition, the Neural Network selection,
the combination of variables testing and finally the evaluation of each model. The grid
search has carried out for each problem, which is defined for a selected dataset with
forecasting horizon ranges among 1, 6, 24, 168 h. For the sake of clarity, the horizon
means the number of next hourly demand values that the model has to predict. Hereafter,
the ANN architecture to analyse can be chosen from FENN, LSTM, GRU and SRNN. Several
combinations of variables have been tested including nodes and layers, which constitute
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ANN structure and also the set of inputs. These latter comprise both 2 different set of
past observation but also a set of other indicators that are simple variables that give useful
information about the time of the prediction. These are the day type, which indicates
whether it is a working day or not, the actual month, whose aim is to give information
about the seasonality and the actual hour which is a number indicating the hour target
of the prediction and suggests to the model the daily behaviour of the water demands.
A summary of the selected parameters is proposed in Table 1.

PROBLEM DEFINITION NEURAL NETWORK VARIABLES

Models:

[1] layer
[18] nodes
[1] layer
[36] nodes

[3] layers
96,96,96] nodes
m=24

Architectures: : Set of inputs:

Feed Forward '\ .
Neural Network /
Long Short Term .

Memory .

Simple Recurrent) -
Neural Network / ©

Evaluation
[MAPE, R2]

) ) For ing .
Time series ecasting 5
horizon

t=[1hr,6hr,
24hr,168hr] |

k=[ts1, ts2]

Gated Recurrent) +
unit

i=1.N

Figure 3. Flowchart of the proposed procedure for the analysis of ANN nodes and layers tuning
based on an iterative grid search suitable for water demand prediction.

Then, the 24 combinations of layers and nodes selected for this investigation are
iteratively tested to evaluate their performances. The nodes and layers combinations are
reported in Table 2.

Table 1. Selected parameters for each forecasting horizon: batch size, past observations inputs and other inputs; g; represents
the first consumption hourly value to be predicted.

Horizon  Batch Set of Inputs 1 Set of Inputs 2 Other Indicators

qt—1,9t—2, 9t—-3, 4t—22, 4t—23, Jt—24,

Actual hour, Actual month, Day type
qt—143, 9t—144, 9t—167, Jt—168

1h 24 Gt—1, G—2, Gt—3, G123

6h 4 Ae=1s s t—6, 118, = G1=23/  Gt—17 s G112 Gt =18/ s qt-24, Gt—43/ A tua] hour, Actual month, Day type
qt—43, Gt—44, Jt—45 v Gt—48, Gt—163/ s Jt—168
24h 1 At=1s - qqt’z‘l’ =143, -+ b1y s Qt—24, Gt—142, - Tt—168 Actual hour, Actual month, Day type
t—148
168 h 1 Q=17 - qqt*%’ fi-142, -~ Gt—1s s Gt—168 Actual hour, Actual month, Day type
t—168

The iteration is performed N times for each of the 8 problems consisting of 4 prediction
horizons for the 2 case studies. The number of iteration has been selected after a stochastic
analysis of the process, which has been reported in Section 3.1.
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Table 2. Combination of layers and neurons adopted for the proposed investigation for the four
neural networks architectures.

Layers Nodes
1 (18], [36], [48], [72], [96]
2 [18-18], [18-36], [36-36], [36-48], [48-48], [48-72], [72-72], [72-96], [96-96]

[18-18-18], [18-36-18], [36-36-36], [36-48-36], [48-48-48], [48-72-48], [48-96-48],

3 [72-72-72], [72-96-72], [96-96-96]

2.2.2. ANN Architectures

This section aims to present the four neural network architectures adopted in this
investigation. The proposed models have been developed with the KERAS [32] and
TensorFlow [33] Python frameworks.

Feed Forward Neural Network

The first proposed architecture is probably the most classical and used one, known
also as multilayer perceptron. These networks are based on a succession of units, called
neurons, that are grouped in a sequence of layers. The first called the input layer, whose
purpose is to connect the input information to the subsequent layers, which are the hidden
ones. In this case, it is possible to have one or more hidden layers, producing in this way a
deep neural network. Lastly, the output layer provides the outcome of the model. Due to
its relative simplicity, this class of network has been widely adopted in many studies [4]
and has become a benchmark for the forecasting process.

Simple Recurrent Neural Network

The simple recurrent neural network (SRNN) is a class of neural networks whose
purpose is to remember information during the time. For this reason, their connections
are different from the multilayer perceptron and they are designed to have not only
feedforward connections but also feedback connections. Despite that this feature should
allow the SRNN to remember past information with long term dependencies, some studies
showed that this class of network was actually not capable to remember, and the reason
is the vanishing gradient problem [34]. To overcome this issue, a different variation of
recurrent neural networks has been proposed, like the LSTM [35] or the GRU [36].

Long Short-Term Memory

LSTM has been designed to preserve long term information, avoiding the vanishing
gradient problem. These particular networks have each computing units organised in a
series of gates aimed at the management of the memory. These include the forget, the input,
the cell and the output gates. With this complex sequence of individual hidden units,
the LSTM structure has to learn how to store information, how to remember information
and what output to give. It is worth noting that this is a simplified explanation of the
complex mechanism that is behind the LSTMs. There exists a plethora of studies developed
in recent years that deal with this architecture, for instance [37].

Gated Recurrent Unit

The LSTM networks were proposed in 1997 to solve the vanishing gradient problem
and perform in language processing problems [35]. Despite their effectiveness and their
ability to deal with long-term information, these networks have a complex structure that
makes their training much slower compared to conventional neural networks. To make
the process faster, the GRU networks were proposed as a modification of LSTM networks.
Similarly to the LSTM, the GRU has to capture information with dependencies at long
time scales, with the difference that it is simpler to compute and easier to implement [36].
The GRU network has the same gate mechanism as the LSTM with some differences.
The most important is the combination of the input and of the forget gates into a single one
and the lack of a distinct cell state.
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2.2.3. Evaluation Metrics

To evaluate the models of the proposed investigation, the following statistical metrics
are used:

A

X;i — X

100 &
MAPE=—Y" , @
N Sl x
and N )
RZ -1— Zi:l (xi B xi) (2)
Zil\i1(xi - X)zl

where N is the number of predicted values, while x; and ¥; are the observed and the
predicted values at the i time step, respectively. X represents the average of the observed
values. Thus, lower values of MAPE means better models performance, whereas lower
values of R? indicates the worst models. The latter represents the explained variance by the
models; its best value is 1. These two different metrics are widely used in models evaluation
in different applications, comprising several engineering fields such as hydrology [38],
hydraulics [39,40] and consumption forecasting [41].

3. Results and Discussion
3.1. Study of ANN Tuning Stochasticity

As already discussed, ANN are a class of machine learning algorithms with an impor-
tant stochastic component, which is necessary to improve the training of the algorithms.
In addition, the high data variability that characterises the water demand makes the hy-
perparameters tuning complex. These two aspects lead to an increase of the tuning results
variability, making the hyperparameters’ selection a tricky task. In order to assess the
stochasticity of ANN algorithms, 20 runs of the grid search tuning have been performed
using the combinations of nodes and layers reported in Table 2. This analysis has been
done on ts2 for the 4 horizons with set of inputs 1 (Table 1) involving 2 ANN architectures
with different characteristics: the FFNN and the LSTM architectures. This analysis set up
has been taken due to the intensive computational requirements of this test. The results in
terms of MAPE are reported in Figure 4 under Box and Whisker plots.

Figure 4 highlights the variability that affects the simulations. In fact, each box, which
represents a different configuration of nodes and layers of a defined problem and ANN
architecture, shows a varying degree of variability of the simulations results by confirming
the ANN stochasticity. This change of the results makes the choice of the best model
more difficult and the tuning less reliable. It is also worth noting that the results of the
2 architectures have different behaviour. The LSTM shows overall better performance
but also less variability compared to the FENN. Besides, the FFNN resulting model with a
simple structure is not properly able to deal with the more complex problem with large
horizons like 24 and 168 h (panels (e) and (g)). This behaviour is even more underlined in
Figure 5.

Figure 5 shows the MAPE distribution of the models by aggregating the models
based on the number of layers. This figure highlights, even more, the better performances
achieved by the LSTM models compared to the FFNN. In addition, the variability trends
that affect these models are well explained for the different ANN structures, consisting
of 1,2 and 3 layers. The variability of the models appears to significantly increase for the
FFNN models along with the widening of prediction horizons. This behaviour affects the
parameters tuning. The variability that affects the different solution makes the selection of
the more performing configuration difficult. A solution for this issue can be to select the
median, or some other statistical indicators, to compare the different configuration. In this
study, the median is chosen. To underline the problem of selecting the more suitable neural
network configuration, it is proposed to show how the rank changes with the increase of
the number of simulations. The rank assesses with a number ranging from 1 to 24 which is
the configuration with the lowest MAPE achieved by the median. In other words, it shows



Appl. Sci. 2021, 11, 4290

8 of 15

for each iteration which is the configuration that is making the less MAPE with the median.
This analysis is reported only for the horizon of 24 h in Figure 6.
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Figure 4. MAPE of the 20 simulations for each combination of nodes and layers of the fs2 with set of
lags 1. The results for the FFNN with 1 h, 6 h, 24 h and 168 h of horizon are reported in panel (a,c,e,g),
respectively. Whereas, the results for the LTSM with 1 h, 6 h, 24 h and 168 h of horizon are reported
in panel (b,d f,h), respectively.
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Figure 5. MAPE of the 20 simulation for each combination of nodes and layers grouped by the number
of layers. In panel (a-d) are reported the results for the horizon of 1, 6, 24 and 168 h, respectively.

Figure 6 highlights the variability issue through the rank of the median results for
each configuration updated at each iteration. Despite the rank keep changing during the
simulations, some trends are stable and can be noticed in these plots. For instance, the panel
(a) of Figure 6 shows the FFNN models for the 24 h horizon. In this case, the configuration
with at least 2 layers have the better ranks, and consequently they are preferable compared
to the single layers. In fact, as also depicted in panel e of Figure 2, the performance is
significantly better both in terms of variability and also lower MAPE. With this analysis, it
is possible to detect this behaviour and to select the more suitable configuration to deal with
the variability ANN issue at least after the first 3 simulations. Regarding the LSTM model
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depicted in panel (b) of Figure 4, a configuration over the three layers with 18 neurons each
is not capable of achieving performance comparable to the configuration with less layers.
As for the FFNN case, the behaviour of the models starts to be visible just after the first 3
simulations. Despite the high number of simulations that would be required to stabilise the
ranks, due to the high computational requirements to perform the number of simulations
that are needed, using 20 or more simulations can be difficult to perform. For this reason,
it is proposed to make only 3 simulation as a compromise between results accuracy and
time requirements.
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Figure 6. Heatmap of the medians rank for each configuration in the case of 24 h horizon. Panel (a)
shows the FFNN models and Panel (b) the LSTM models.

3.2. Results Analysis and Comparison

In this section, the results of the iterative grid search procedure are presented via the 8
addressed problems, which regard the forecasting of two different datasets on the 4 predi-
cation horizons. The synthetic and real datasets allow us to have a more robust analysis of
ANN tuning in drinking water forecasting and also to check for possible differences due to
the peculiarities of individual water demand time series. On the other side, forecasting
horizons of 1 h, 6 h, 24 h and 168 h have been investigated in order to understand the
tuning behaviour of different ANN architectures in dealing with challenges of various
complexities; the larger the prediction horizon the more complex is the forecasting problem.
In fact, ANN architectures respond differently to various forecasting horizons and also the
required number of layers and nodes comprising the models changes.

On these 8 problems, the ANN architectures FFNN, LSTM, SRNN and GRU are
analysed through the proposed iterative grid search involving 24 combination of layers
and nodes and 2 set of inputs for each horizon as described in detail in Section 2.2 to
Tables 1 and 2, respectively. According to the findings of Section 3.1, 3 repetitions of
the grids search have been performed and therefore the models with the median MAPE
selected, for the total number of 4608 models trained. Given the high number of results
to present and comment about ANN tuning, the rest of the subsection is structured as
follows: (Section 3.2.1) influence of time series, (Section 3.2.2) influence of inputs (lags
selection) and (Section 3.2.3) models comparison within and between architectures. All
results, consideration and findings are related exclusively on the ANN tuning of drinking
water demand time series.

3.2.1. The Influence of Water Demand Data on Tuning

ANNSs belongs to data-driven models meaning that the modelling is fully compelled by
data. Therefore, the data have a significant impact on tuning due to the data-driven nature of
ANN models. However, the analysis of 2 different time series is presented afterwards looking
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to analogies related to the same principles governing drinking water demand. The com-
parisons between the synthetic ts1 and real ts2 are highlighted through Figures 7 and 8.
The former shows the performance in R? of the FENN, LSTM, SRNN and GRU architectures
of the 2 datasets on the 4 horizons. In particular, Figure 7a depicts the best models, while
Figure 7b shows the mean of the 24 models for each ANN architectures. Figure 8 illustrates
the models variance for each architectures and the number of nodes of the ANN structure,
in Figure 8a,b, respectively.

Several points emerge from Figure 7. First, the main difference of the two datasets
is reflected in the different levels of the models’ performance: best models of ts1 ranging
between 0.83 and 0.77 in terms of R? and between 0.95 and 0.86 models related to ts2.
Second, the rank of the ANNSs best models performance for each problem is largely stable.
Indeed, LSTM and GRU are the most performing models followed by FFNN and SRNN
for both the time series along the prediction horizons. Third, the performances of best
models slightly decrease with increasing of prediction horizons according to the growing
complexity of the problem. The only anomaly of the aforementioned considerations realises
on the R? trend of SRNN for ts1 that increases from 1 h to 24 h and only for 168 h the
performance drops. It is likely due to the character of SRNN along with the synthetic nature
of the dataset. On the other side, although Figure 8b shows a similar general behaviour
for the mean models, it adds that the FFNN quickly decays with horizons extension. This
highlights how important the layers and nodes tuning in the selection of the best ANN
models is, especially when sharp performance changes are presented, such as for SRNN.

—e— FFNN tsl —=— LSTM ts2 GRU tsl —e— FFNN tsl —&— LSTM ts2 GRU tsl
FENN ts2 —eo— SRNN tsl —=— GRU ts2 FFNN ts2 —o— SRNN tsl —#— GRU ts2
—eo— LSTM sl —#— SRNN ts2 —e— LSTM sl —#— SRNN ts2
1.00 1.0

0.95 09 lQ’\-\:é:

0.9 0.8 \—"\—*\\
\'

& I~
x x

0.7
0.85
.ﬁ/—‘/ 0.6
0.80 \:
0.5
075 $ $ J $
\%
AW 6% ,Lb(\\ \6%\\ \\6 b\\‘ ’Lb“o‘ \6%\(\(

(a) (b)

Figure 7. Results of ANN tuning (R? in y-axis) of ts; synthetic time series (solid lines and circle
markers) and ts; real time series (solid lines and square markers) for the 4 forecasting horizons
(x-axis) with the set of inputs 2. (a) depicts the best model for each architecture per horizon, while (b)
shows the mean R? of the models for each architecture per horizon.

Figure 8a depicts the models variability within the 4 ANN architectures finding
high variability over large horizons. In addition, the great variability of SRNN models
is confirmed especially for one day and one week horizons. The number of nodes of the
different best models are analysed in Figure 8b. A larger forecasting horizon causes a slight
increase of the number of nodes of the best models independently on ANN architectures
and time series. After this analysis, we can say that the influence of the water demand time
series on ANN tuning regards mainly the performance levels rather than general trends on
problem complexity and architectures. Thus, the results of this study can be deemed as
general findings into the specific challenge of the drinking water forecasting because of the
specificity of the problem driven usually by the same dynamics on different case studies.
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Figure 8. Models’ performance variability within ANN architectures in logy (0(R2)) of ts1 (solid lines
and circle markers) and ts; (solid lines and square markers) for the 4 forecasting horizons (x-axis)
with the set of inputs 2 in (a). Numbers of nodes of the best models in (b).

3.2.2. The Influence of Set of Inputs on Tuning

2 sets of inputs have been studied with the proposed tuning methodology; set of
inputs 1 and 2 representing a shorter and a larger selection of time series lags, respectively.
Both setl and set2 have been defined for each prediction horizon as reported in Table 1.

Figure 9 shows the MAPE of the best models for each ANN architectures on ¢s2 over
the 4 horizons. Generally, the ANN tuning illustrates slightly better results of the models
using set2, meaning a larger number of lags. This trend is inverted for the 168 h horizon
even though the difference is very limited. Nevertheless, FFNN models present better
results with lower number of lags (set1) for all the horizons except for 1 h.

The inference we can make about the number of input analyses is that not always
so many inputs are better. Thus, not only the selection of the more significant inputs is
important for a proper ANN tuning and then forecasting but also testing different numbers
of significant inputs can help this process. Although generally the problem is more complex
when the set of inputs has to be larger, testing different numbers of inputs is recommended
given that it is not always true and depends on ANN architectures and prediction horizons.

FFNN set 1 LSTM set 1 I SRNN set 1 I GRU set 1
FFENN set 2 N LSTM set2 I SRNN set2 HEl GRU set 2

1 hr 6 hr 24 hr 168 hr

Figure 9. MAPE (%) of the best ANN models on the 4 forecasting horizons (x-axis) with two sets of
inputs: set1 (smaller number of lags) and set2 (larger number of lags).
3.2.3. Within and between Architectures Comparison

Hereafter, the tuning results of the ¢s2 are presented and commented on focusing on
how the best performing models change within and between ANN architectures varying
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the prediction horizons. All the models are summarised in Figure 10 through the MAPE of
the median models resulting 3 iterations.

N. Layers N.Nodes FFNN LSTM SRNN GRU
Thr  6hr  24h  168h | 1hr _ 6hr _ 24h 168h | 1hr _ 6hr _ 24h 168h | 1hr _ 6hr _ 24ah 168h

1018] 55 78 113 116 | 54 64 64 76 | &2 ] 85 89 | 85 | 54 64 61 74
136] Iss [ 0 [ "] 116 | 52 [ 62 [le2 ]| 78 | 60 80 94 95 |82 63 63 77
1(48] 56 78 121 114 | 53 62 63 | 74 | 63 83 88 54 62 61 75
1[72] 55 79 101 114 | 53 61 66 76 | 63 87 93 93 | 52 62 |73
1(96] 55 79 97 51| 62 62 77 | 60 88 89 102 | 52 61 61 77
2[18,18] 55 73 98 79 | 54 65 64 &1 | 58 81 88 88 | 56 64 61 78
2 18, 36] s7 W80 91 92 | 53 63 64 79 | 59 82 90 92 53 63 62 78
2 36, 36] 55 68 75 81 | 53 63 63 76 | 60 85 90 95 | 53 62 |61 79
2[36, 48] 60 72 91 81 | 54 62 63 76 | 64 86 92 93 53 62 62 | 74
2 [48, 48] 58 71 78 /77| 53 | 61 64 78] 62 83 92 90 | 52 61 61 75
2[48,72] 5.6 76 78 | 53 62 | 62 75 | 63 | 89 90 | 101 | 52 62 7.9
2[72,72) s8 70 77 79 | 52 61 63 78 | 62 T8 97 | 52 61 62 | 74
2[72,96] 56 69 90 | 727 | 52 61 65 74| 61 83 98 | 52 61 61 77
2 [96, 96] 59 68 82 84 | 54 61 63 78 | 61 87 | 85 | 102 | 52 61 62 |73
3[18,18,18]| 58 | 77 88 | 78 | 54 65 65 75 | 66 | 74 | 93 | 84 | 58 66 |60 79
3[18,36,18] 58 69 80 82 |6 [ 51| 63 78 | 65 78 94 | 84 | 60 63 64 76
3[36,36,36] 58 74 77 90 | 54 63 63 75 | 66 78 89 90 63 62 | 74
3[3,48,36] 57 69 77 80 | 53 | 65 | 64 80 | 62 80 | 95 84 | 54 66 62 76
3 (48, 48, 48] 69 77 79 | 54 63 64 79 | 64 80 88 91 | 59 [ ] 64 | 80
3[48,72,48]] 57 74 78 83 | 54 61 65 79 | 67| 82 94 86 | 58 66 63 79
3[48,9,48] 57 | 68 93 [[76 ] 55 63 65 77 | 66 80 92 96 | 57 64 64 76
3[72,72,72] 58 70 78 77 | 54 | 65 67 76 | 63 81 93 | 102 | 56 61 65 79
3(72,96,72]| 5.6 67 [ 71 ] 77 | 62 | | 77 | s2 9.1 9.1 5.8 6.5 7.8
3[96,9,9] 58 70 _ 73 81 | 54 62 65 | 64 82 [958 93 | 57 62 | 66

Figure 10. MAPE of the models of ts, time series for each architectures on the 4 forecasting horizons
with the set of inputs 2.

Starting from the FENN, it is clear that this ANN architecture requires more articulated
structures to deal with longer forecasting horizons. In fact, the best model for 1 h horizon
has 1 layer; instead it has 2 layers for 6 h and for 24 h, while the best model for 168 h
comprises 3 layers. On the other side, except for the simplest problem of 1 h, the worst
model results are those with 1 layer meaning that FENN needs a deep structure to perform
on the forecasting problem. Generally, the variability between the models of FFNN is
marked, making the layers and nodes a tricky step in ANN modelling and forecasting.

The LSTM and GRU shows similar results both in terms of overall performance and
models trends. The best models are identified in simple ANN structures, independently
from the horizons size. It means that 1 and 2 layers are recommended over 3 layer models
because of better performance, computational time and parsimony in the selection of the
configuration numbers. The variability of these models is low with a slight increase at
wider horizons ensuring a lower impact in the case of a wrong selection of best model
during the tuning. Generally, the worst models of these two architectures are identified
among the complex structures with 3 layers for the 2 time series analysed.

Regarding the SRNN architectures, the models’ performance shows quite significant
variability for each prediction horizons. No clear trends are detectable which can indicate
high variability of SRNN. This is highlighted by the similarity in structure between the
best and worst models per each horizons. Specifically, 1 layer nodes results the best for 1 h
horizon, whereas low number of nodes on 3 layers or large number of nodes on 2 layers are
the best configurations for the others larger horizons. For this ANN architecture, the worst
models are generally for the 2 proposed cases the complex ones consisting of 3 layers and
high number of nodes.

The between models comparison of the different ANN architectures is proposed
afterwards with the support of Figure 11, which shows a synthesis of Figure 10 by dividing
the models in homogeneous groups. The models are grouped according to the ANN layers
and nodes configuration into single-layer models, two-layers and low numbers of nodes
up to [48,48], two-layers and high numbers of nodes from [48, 48] onwards, three-layers
and low numbers of nodes up to [48, 48, 48] and three-layers and high numbers of nodes
from [48, 48, 48} onwards. The tuning shows the LSTM and GRU best results are obtained
with 2 layers and low number of nodes independently of the forecasting horizons. On the
other side, FFNN has a significant dependence between number of layers, nodes and
horizon size. No clear trend is found for SRNN. On the performance point of view, all the
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ANN architectures are high performance and low variability over 1 h horizon. The other
horizons, which refer to more challenging forecasting problems, highlight that the LSTM
and GRU are more accurate than FFNN and SRNN.

N. Layers N.Nodes ‘ FFNN LST™M SRNN GRU

1hr 24 h 1lhr 6 hr 24h 168h 1hr 6hr 24h  168h 1hr 6hr 24h
r ” r v g r v

1[18]
1

6.3 7.6 8.4 9.1 9.6 53 6.2 6.2

1 [96]
218, 18]
2 .

8.3 9.0 9.2 53 6.2 6.2 7.7
2 [48, 48]
2 [48,72]
2 .

2 [96, 96]
3 [18,18,18]
3

3 [48, 48, 48]
3 [48,72,48]
3

3 [96, 96, 96]

Figure 11. MAPE per group of models of ts; time series for each architectures on the 4 forecasting
horizons with the set of inputs 2.

4. Conclusions

This article presents a novel in-depth study about the tuning of ANN structure,
including nodes and layers, in the field of drinking water forecasting. The four state-of-the-
art ANN architectures, which are the Feed Forward Neural Network, the Long Short Term
Memory the Simple Recurrent Neural Network and the Gated Recurrent Unit, have been
investigated on different short prediction horizon ranging from 1 h and 1 week. At this
aim, an iterative grid search procedure has been proposed. This investigation comprises
2 time series, 4 forecasting horizon and several combinations of nodes, layers and set of
inputs. The final intent is to identify meaningful indications for a proper build-up of ANN
models related to water demand time series. Thus, the final remarks about ANN structure
tuning for drinking water demand forecasting are summarised in the following points.

i Layers and nodes tuning is affected by variability in the results due to the stochastic
character of ANN which use randomness in several ways, such as weight initialisa-
tion, sample shuffle and k-fold cross-validation. This causes changes in the models’
performance which can lead to the misleading model selection with a traditional
tuning search. To overcome this limit, an interactive tuning procedure is recom-
mended with the number of iteration defined with a compromise between accuracy
and computational intensity.

ii ~ Generally, both the numbers of inputs and the number of layers and nodes grows with
the increasing size of the forecasting horizon. However, this study shows that different
number of inputs have to be tested in the hyperparameters tuning because a prior
selection is not possible among the various significant time series lags. In addition,
the structure of the best ANN models changes depending on the forecasting horizons,
showing different trends also depending on the ANN architectures.

iii The tuning of LTSM and GRU provide the best performing models with the lowest
variability among models. For the tested time series, 2 layers models provide stable
and accurate performance for the different horizons. Instead, FFNN and SRNN have
good performance for the 1 h horizons but lose accuracy with the extension of the
prevision window. FFNN needs more articulated ANN structures for more complex
forecasting problems, while SRNN do not shows clear trends.
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Abbreviations

The following abbreviations are used in this manuscript:

ANN Artificial Neural Networks
FFNN Feed Forward Neural Network
GRU Gated Recurrent Unit

LSTM Long Short Term Memory

MAPE Mean Absolute Percentage Error

SARIMA  Seasonal AutoRegressive Integrated Moving Average
SRNN Simple Recurrent Neural Network

WDS Water Supply Systems
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