friried applied
b sciences

Article

Color Image Self-Recovery and Tampering Detection Scheme
Based on Fragile Watermarking with High Recovery Capability

Rogelio Reyes-Reyes
and Javier Molina-Garcia

check for

updates
Citation: Reyes-Reyes, R.;
Cruz-Ramos, C.; Ponomaryov, V.;
Garcia-Salgado, B.P.; Molina-Garcia, J.
Color Image Self-Recovery and
Tampering Detection Scheme Based
on Fragile Watermarking with High
Recovery Capability. Appl. Sci. 2021,
11, 3187. https://doi.org/10.3390/
app11073187

Academic Editor: Mauro Castelli

Received: 4 March 2021
Accepted: 30 March 2021
Published: 2 April 2021

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

, Clara Cruz-Ramos

, Volodymyr Ponomaryov *{*, Beatriz P. Garcia-Salgado

Instituto Politecnico Nacional, ESIME Culhuacan, Santa Ana 1000, Mexico-City 04440, Mexico;
rreyesre@ipn.mx (R.R.-R.); ccruzra@ipn.mx (C.C.-R.); bgarcias1404@alumno.ipn.mx (B.P.G.-S.);
javier.molina.21016@gmail.com (J.M.-G.)

* Correspondence: vponomar@ipn.mx

Abstract: In this paper, a fragile watermarking scheme for color image authentication and self-
recovery with high tampering rates is proposed. The original image is sub-sampled and divided into
non-overlapping blocks, where a watermark used for recovery purposes is generated for each one of
them. Additionally, for each recovery watermark, the bitwise exclusive OR (XOR) operation is applied
to obtain a single bit for the block authentication procedure. The embedding and extraction process
can be implemented in three variants (1-LSB, 2-LSB or 3-LSB) to solve the tampering coincidence
problem (TCP). Three, six or nine copies of the generated watermarks can be embedded according to
the variant process. Additionally, the embedding stage is implemented in a bit adjustment phase,
increasing the watermarked image quality. A particular procedure is applied during a post-processing
step to detect the regions affected by the TCP in each recovery watermark, where a single faithful
image used for recovery is generated. In addition, we involve an inpainting algorithm to fill the
blocks that have been tampered with, significantly increasing the recovery image quality. Simulation
results show that the proposed framework demonstrates higher quality for the watermarked images
and an efficient ability to reconstruct tampered image regions with extremely high rates (up to 90%).
The novel self-recovery scheme has confirmed superior performance in reconstructing altered image
regions in terms of objective criteria values and subjective visual perception via the human visual
system against other state-of-the-art approaches.

Keywords: fragile watermarking; image self-recovery; image authentication; image tampering
detection; tampering coincidence problem

1. Introduction

Currently, the development of authentication and reconstruction techniques for digital
images has been the focus of extensive research due to the accelerated growth of image
editing software, which can be used to tamper with digital images in multiple ways.
These authentication and reconstruction techniques are used to detect tampered regions in
images where, in the case of alteration, a recovery process should be applied to retrieve the
original content. These schemes are helpful in different applications, in which undetected
modifications of digital images may have serious consequences, e.g., legal proceedings,
where a digital image can be used as legal evidence. Therefore, detection and recovery of
tampered content in digital images have become issues of outstanding importance.

In recent years, watermarking techniques have been used to authenticate and recover
tampered information in digital images [1-24]. Watermarking techniques can be classified
into three types [1,2]: fragile, semi-fragile and robust. Fragile watermarking [1-19,23,24]
does not support intentional and unintentional attacks; so, in case of any modification, the
watermark would be destroyed. In contrast, these techniques offer a high payload capac-
ity and are mainly used for authentication [3-7] that justifies several frameworks, which
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recently appeared in the self-recovery of tampered image regions [1,2,8-19,23,24]. Semi-
fragile watermarking techniques are commonly used for copyright protection [20-22] and
recovery schemes [25-30]. These techniques are designed to resist non-intentional manipu-
lations caused by traditional image processing operations such as JPEG compression and
scaling. These methods are fragile against intentional manipulations like tampering, result-
ing in a lower recovery rate compared to strategies based on fragile watermarking. Finally,
robust watermarking techniques [31-33] are mainly used for copyright protection because
they support intentional and non-intentional attacks. Their main disadvantage is a reduced
payload capacity in comparison with fragile and semi-fragile watermarking techniques.
Self-recovery techniques based on watermarking consist of initially using small blocks
of an image; subsequently, a watermark should be generated and embedded into a different
block for content recovery for each self-recovery block. During the recovery process, all
tampered blocks are reconstructed by the recovered watermark. This step could fail when a
block containing the recovery watermark has been tampered with. In this way;, it is impos-
sible to reconstruct a concrete block, generating the so-called tampering coincidence problem.
Considering the approaches mentioned above for authentication and tamper detection, which
are based on watermarking, the following properties are required for efficient implementation:

(a) A minimum number of bits used for recovery and tamper detection: the recovery bits
should be embedded redundantly, thus avoiding the tampering coincidence problem.

(b)  Watermark imperceptibility: the embedded recovery and authentication bits must not
affect the visual quality of a watermarked image.

(c)  Precise tamper detection: a majority of intentional modifications should be accurately de-
tected.

(d) Precise recovery of tampered regions: the reconstructed image must demonstrate accept-
able visual and objective quality in the reconstructed areas.

In this paper, a self-recovery of high tampering rate framework (denoted as SR-HTR)
is designed according to the previously presented properties required for an efficient
authentication scheme and tamper detection in color images. This novel fragile scheme
appears to demonstrate a high payload capacity that can be used for authentication and
recovery processes. To minimize the negative influence of the tampering coincidence
problem, the proposed algorithm generates 15AB/16 bits in total, A x B being the size of
the image. Additionally, AB/16 bits should be produced to detect tampered pixels in any
area of an image. Thus, the designed framework can embed three, six or nine copies of
recovery and authentication watermarks, achieving a high recovery and tamper detection
capability. The novel framework can be implemented using several variants for embedding
the recovery and authentication watermarks, such as the least-significant bit (LSB) methods:
1-LSB, 2-LSB and 3-LSB, where each one of them provides different advantages that are
analyzed below.

For the 2-LSB and 3-LSB embedding processes, a bit adjustment stage is performed [34]
on the watermarked pixels, increasing the protected images” objective quality. A hierarchi-
cal algorithm in tamper detection is employed to achieve higher tamper detection accuracy.
Additionally, an inpainting process is used to resolve the tampering coincidence problem
by regenerating the eliminated blocks.

For evaluating the quality of the results obtained in the numerous experiments, the
peak signal-to-noise ratio (PSNR) and structural similarity index measure (SSIM) criteria are
employed in this study. Moreover, we use a variation of the PSNR criterion, denoted as
PSNR-HVS-M, which considers the human visual system (HVS) and visual masking (M). This
criterion employs the contrast sensitivity function (CSF) and maintains a close relationship
with discrete cosine transform (DCT) basis functions [35]. Additionally, it has demonstrated
good correspondence with human subjective visual perception. Consequently, it could be
useful for the justification of the good performance of our novel system.

The rest of this paper is organized as follows. Firstly, Section 2 presents a review of
related works. Secondly, Section 3 describes the proposed SR-HTR, followed by Section 4,
which explains the experimental setup. Section 5 shows the proposed method’s analy-
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sis when the embedding and extraction processes in 1-LSB, 2-LSB and 3-LSB are used.
Section 6 presents the experimental results obtained by the proposed framework and their
performance comparison against state-of-the-art techniques. Finally, the study’s conclusion
is drawn in Section 7.

2. Related Works

In this section, previously reported watermarking algorithms for authentication and
self-recovery in digital images are discussed.

Singh et al. [2] divided the image to be protected into non-overlapping blocks of
2 x 2 pixels where, for each block, two flags are generated for tamper detection. In addition,
the DCT and a quantization procedure are applied to each DCT block. Next, the most
important coefficients are identified and, finally, they are transformed to 10 bits. The LSB
method is used to embed the recovery and authentication bits.

Zhang et al. [8] proposed an algorithm for authentication and self-recovery based on
a fragile watermarking scheme, in which the recovery bits should be obtained from the
original DCT coefficients and a compressive sensing approach. The watermark does not
contain additional redundancy, and the embedding process is based on the LSB method, in
which the watermark data replace the three LSBs of each pixel.

He et al. [9] generated the recovery bits using non-overlapping blocks of 2 x 2 pixels.
Six recovery bits are generated for each block using six most significant bits (MSBs) by
averaging and normalization processes. The final watermark is obtained by an encryption
process of the six recovery bits and a secret key, where the recovery bits are used to locate
the tampered regions. Then, two LSBs of each pixel are used for watermark embedding.

Tong etal. [10] proposed a scheme where two flags are obtained for each non-overlapping
block of 2 x 2 pixels to generate tamper detection bits. In addition, the recovery bits are
generated according to the average intensity of each block. The embedding technique uses
the LSB method, where the three LSBs are utilized for watermark embedding.

Qian et al. [11] performed non-overlapping block divisions on an image. These blocks
are classified into four types according to their characteristics. For each classified block, a
quantization process is applied to the DCT coefficients. These quantized coefficients are
embedded as a recovery watermark, and a hash function MD5 obtains the authentication
bits. The embedding process is performed by the LSB method. Finally, to recover the
corrupted regions after the recovery process, an inpainting technique is applied.

Qin et al. [12] divided the image into non-overlapping 8 x 8 pixel blocks, classified
into textured and smooth blocks. The recovery bits are obtained using vector quantization
(VQ) indexing and inpainting processes, where VQ indexing is used for each complex
block. Finally, both VQ indexing and inpainting are used for each smooth block.

Li et al. [13] proposed a scheme for the protection of biometric images based on salient
region detection, where each biometric image is divided into salient regions (ROls) and
background regions (ROBs). Additionally, each image is divided into blocks of 4 x 4 pixels,
and for each block, 16-bit authentication is performed using MD5. Eigenface coefficients
obtain the self-recovery watermark, and the embedding process is based on the spatial
domain, where operations between the LSB bits and watermark bits are performed.

Jie et al. [14] divided an image into non-overlapping blocks of 2 x 2 pixels, where
six recovery bits and two key-based data bits are produced using an averaging process
of the MSB pixels. Additionally, to improve the recovered image quality, a 3 x 3 block
neighborhood is used to recover each tampered block whose feature hidden in another
block is corrupted. The number of blocks in a 3 x 3 block neighborhood of the test block
that is inconsistent with their mapping block is obtained to validate an image block. The
embedding process is performed by the LSB method.
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Dadkhah et al. [15] used singular value decomposition (SVD) to generate bits for tam-
per detection and self-recovery. The image is divided into non-overlapped blocks of
4 x 4 pixels, and these blocks are divided into blocks of 2 x 2 pixels. For each block
of 4 x 4 pixels, 12 bits of authentication are generated, and for each block of 2 x 2 pixels,
20 bits are generated for the recovery process. The embedding scheme is based on the LSB
method, where watermarks are embedded into the two LSB bits of each pixel.

Fan [23] proposed an improvement of the reconstruction scheme based on watermarking
and the set partitioning in hierarchical trees (SPIHT) transform, where this scheme uses blocks of
32 x 32 pixels to generate the reconstruction bits. Additionally, this algorithm incorporates
two versions of the recovery bits to obtain better robustness against the tampering coincidence
problem. This scheme’s main disadvantage is that the SPIHT transform can result in wrong
recovery bits extracted for a block. Therefore, a complete block can be recovered with inferior
quality, resulting in poor objective quality of the reconstructed image.

Tai et al. [24] proposed a scheme based on the integer wavelet transform (IWT), where
the recovery and authentication bits are generated using this transformation, and the em-
bedding scheme is based on LSB. This scheme does not embed the redundancy in data, and
as a result, suffers the drawback that it cannot avoid the tampering coincidence problem.

Chamlawi et al. [25] proposed a system based on a semi-fragile watermark in the
discrete wavelet transform (DWT) domain. The generation of watermarks is performed by
DWT-DCT, where the low frequency (LL) sub-band is obtained, followed by the application
of DCT for non-overlapped blocks. Finally, a quantization step to get the self-recovery
watermark is used. The authentication watermark is a binary watermark correlated with
the LL sub-band of the first DWT decomposition level. This method’s principal drawback
is its low self-recovery rate because the embedding stage for the recovery bits is performed
at the second decomposition level of the DWT in the middle-frequency sub-bands.

In [26], a semi-fragile watermark was employed using the IWT domain, where
self-recovery bit generation was performed utilizing integer discrete cosine transformation
(IDCT), Huffman coding and an error-correcting procedure based on the Bose—Chaudhuri—
Hocquenghem (BCH) encoder. The authentication bits were obtained using the exclusive
addition operation between the LL frequency sub-band and a pseudo-random sequence.

Chamlawi et al. [27] used a semi-fragile watermark employing the INT, where the
authentication bits are embedded in the LL sub-band; in the opposite, the self-recovery
bits are embedded in the high-low (HL) and low-high (LH) frequency sub-bands. The self-
recovery bits are generated by IWT, DCT and a quantization process to obtain the DCT
coefficients. Additionally, the tamper detection bits are caused by a bitwise exclusive OR
operation between a pseudo-random sequence and a binary matrix.

In a recent study [36], we have proposed a novel method performed on an image in
luma and chroma (YCbCr) color space, implementing the halftoning algorithm in the lumi-
nance channels, thus obtaining recovery bits. Additionally, this scheme uses the procedure
proposed in [15], where for chrominance channels, the watermark bits are also generated
for recovery purposes. Additionally, three copies of these bits were embedded using the
2-LSB method, incrementing the robustness, and in such a way resolving the tampering
coincidence problem. Contrarily, this study’s proposition consists of the SR-HTR method,
which uses a block-based method for the generation of recovery and authentication water-
marks employing an RGB color image. The novel framework is designed in three variants
(1-LSB, 2-LSB and 3-LSB), where for each variant, there can be embedded three, six and
nine copies of the recovery watermark, respectively. In opposition to the scheme proposed
in this study, the framework designed in [36] generates a bit rate of 1.75 bits per pixel (bpp)
for recovery, and 0.25 bpp for authentication purposes that, as can be seen below, permit
one to obtain a sufficiently good performance in the reconstruction of image areas with
tampering rates from 10% to 40%. The principal limitation of the framework [36] consists
of embedding up to three copies of the recovery watermark because it generates 4 bits of
authentication for each block of 4 x 4 pixels. Therefore, it cannot obtain good objective and
subjective performance in color image reconstruction for high tampering rates (from 40% to
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90%). On the contrary, the novel framework, which generates 0.9375 bpp for recovery and
0.0625 bpp for authentication purposes (one bit for each block of 4 x 4 pixels), can obtain
much more redundancy in watermarks used during the recovery process, increasing the
robustness of the scheme. The novel SR-HTR framework appears to demonstrate excel-
lent objective performance and subjective visual perception via the HVS in color image
reconstruction for the highest tampering rates (from 40% to 90%).

Chia-Chen Lin et al. [37] proposed a self-embedding fragile watermarking scheme
for grayscale images that uses a reference matrix as an embedding method. Each non-
overlapping pixel pair is used as a coordinate in a reference matrix to embed recovery
information, and each provides a 4-bit capacity as hidden space. Tampered regions are
detected and restored by comparing the embedded recovery information in two LSBs of
the original image with the recovery information generated from suspicious images.

In [38], a self-embedding watermarking method based on absolute moment block trun-
cation coding (AMBTC) for grayscale images is presented. A checksum was introduced
for accurate block authentication. They use the optimal pixel adjustment process (OPAP)
method for embedding the recovery bits in block units in the second and third LSB and
the checksum bits in the first LSB. The proposed method does not support irregular area
alterations and has the limitation that if the modified region of the image is large (more
than 45%), the restoration information is also removed, so that area cannot be restored.

Chin-Feng Lee et al. [39] performed a self-recovery fragile watermarking authentica-
tion scheme for grayscale images, based on two authentication methods: blockwise and
pixelwise. In the first one, authentication data are generated from each block. The average
block value is then used to produce recovery data; if the block’s size is small, the false
positive rate (FPR) will be reduced. For the second one, the authentication data are generated
from each pixel, and the recovery data are obtained from the mean value of the block.
When tampered pixels are detected, the corresponding pixel area is marked. Consequently,
the FPR will be lower than blockwise detection. Since the proposed method uses blocks to
detect tampered blocks, when multiple areas of the watermarked image are modified, the
tampering coincidence problem significantly reduces the proposal’s performance.

The majority of the previously revised methods have the principal disadvantage that
the reconstructed image is low quality when significant tampering has occurred. Therefore,
as mentioned above, to avoid the tampering coincidence problem, it is necessary to embed
the recovery watermark on more than one occasion, as has been performed in several
schemes, where two copies [10,17,23] or three copies [36] of the recovery watermark are
embedded; therefore, additional chances for recovery are provided.

The main contributions of the proposed SR-HTR can be summarized as follows:

1. High quality of the watermarked image. A bit adjustment procedure is performed after
the embedding process, resulting in an increased quality of a watermarking image. Several
state-of-the-art methods show slightly better objective criteria values in comparison with
the novel SR-HTR framework, but the detailed analysis confirms that the novel scheme
appears to demonstrate acceptable objective perception quality in watermarked images as
well as imperceptibility in visual subjective analysis via the HVS.

2. Better quality and robustness against the tampering coincidence problem in comparison
with state-of-the-art schemes. The proposed method generates a highly compressed digest
watermark, which can be embedded using three, six or nine copies of recovery water-
marks, achieving higher tamper detection capability as opposed to other methods that
can embed up to three times the digest image generated. The novel SR-HTR framework
demonstrates the ability to reconstruct color images with high tampering rates, resulting
in excellent objective and subjective performances that can be appreciated in the visual
results presented below.
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3. Tampering detection accuracy. During the authentication and reconstruction stage,
the employed redundancy results in better tampering detection accuracy. The hierarchical
tampering detection process, employed in the novel scheme, results in a decrease in false
negatives during authentication and a higher manipulation detection. Better quality in
the recovered image demonstrated by the proposed SR-HTR framework compared with
state-of-the-art schemes is achieved via the implementation of a particular phase where
the regions affected by the tampering coincidence problem should be detected. Afterward,
such detected areas are processed using the inpainting method, demonstrating better
quality of the recovered image in objective criteria values as well as in subjective visual
perception via the HVS.

3. Designed Scheme

The designed method is divided into two stages. The first stage consists of the
image protection process, which allows the insertion of multiple copies (three, six or nine)
of the reconstruction watermark. This algorithm is presented in Figure 1. The second
stage contains the authentication and reconstruction process, which uses a hierarchical
authentication and an inpainting method to enhance the reconstruction’s performance. The
diagram of this stage can be observed in Figure 2.
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3.1. Image Protection

The image protection stage is described in this section. This process follows two steps:
watermarking generation and insertion in the carrier image. In order to explain these steps,
let us denote the original image as I of size A x B in the color space RGB.

3.1.1. Watermarking Generation for Reconstruction and Authentication Purposes

The original image has three channels according to its color space. Consequently,
Pseudocode 1 is applied on each one of the channels, generating three watermarks for
reconstruction and three for authentication. The watermarks used for reconstruction were
designated as wr, wg and wb, and the ones utilized for authentication were named autr,
autg and autb for the channels R, G and B, correspondingly.

Pseudocode 1 Recovery and authentication watermark generation

Input: Image to be processed Th

[A, B] = size(Ih)

iReference = imageResize(Ih,0.25) — image subsampling
iReference = bit AND (iReference,248) — replace 3 LSB/s by 0
recoveryW = [| — recovery watermark

autentW = [| — authentication watermark

Fori =1to A/4do

Forj=1toB/4do

tmpW = get5MSB(iReferencei,]-> — extract 5 MSB/s

recoveryW = concat(recoveryW, tmpW) — concatenation process
aut = XOR(XOR(tmpWy, tmpWs), XOR(tmpWs, tmpWy))

aut = XOR(aut ,tmpWs)

autentW = concat(autentW,aut) — concatenation process

End for

End for

Output: Recovery watermark recoveryW; Authentication watermark autentW

Once the watermarks are obtained, a subsampled process with a factor of 0.25 is
performed to significantly reduce the number of bits representing each channel of the
original image. When 5 MSB of each pixel are extracted, a total number of 5AB/16 bits
are available for reconstruction watermark embedding, and AB/16 bits can be used for
authentication watermarks. The authentication bit generation process consists of applying
the bitwise XOR operation in the 5 MSBs, where a single bit is generated for each pixel
block of size 4 x 4.

3.1.2. Watermark Embedding

The embedding process is described in Pseudocode 2, where wr, wg, wb and an
authentication watermark autr, autg or autb are embedded in a selected channel of Ih.
Firstly, a random permutation of the reconstruction watermarks utilizes a seed of the user
key, which must be different for each processed RGB channel or bit plane.

The watermark embedding process employs the 1-LSB method to embed the water-
marks for reconstruction and a single watermark for authentication. This is possible due
to the size of each one of the reconstruction watermarks, which is 5AB/16, and because a
single authentication watermark is composed of AB/16 bits.
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Finally, a bit adjustment process is applied, where each pixel in the i j-th position of
each RGB channel of the host image, denoted as Ihw, is compared with the pixel in the
same position of I/. This comparison has the objective to modify the intensity value of the
pixels in Ihw to enhance its objective quality. This process depends on the total number of
marked bit planes. For each watermarked pixel, the following equation is used:

- — | =1, ifvis (2N —1) and LSBy 1 (IR ;) is 1 )
YT\ Ihj+1, ifvis — (2N — 1) and LSBy 41 (Ih;j) is 0/

where N represents the watermarked bit plane and v = | hwi,]' — Ih,»/j for1 <i< A, and
1 < j < B. This equation can be used only for values N > 2.

Pseudocode 2 Watermark embedding

Input: Image (single channel) to process Ih; Seed S; Bit plane bit Plane; Recovery watermarks wr,
wg and wb; Authentication watermark aut
[A, B] = size(Ih)
rng(S) — Control random number generator
numRand = randperm(AB/16) — Random permutation of integers in range [1, AB/16]
num =1
Fori =1step4to A—3do
Forj=1step4toB —3do
subindex = 5« numRand[num]
index = subindex — 4 : subindex ~— numbers from (subindex — 4) to subindex
tmpW = concat(Wriygex, Windexr Whindex, Atnum) — concatenation tmpW contains 16 bits
Thwij 313 = embed([hi:i+3,]-:j+3, bitPlane, tmpW> — LSB embedding of tmpW in Ih by bitPlane
num = num +1
End for
End for
Equation (1), where N = bit Plane

Output: Watermarked image Thw

3.2. Authentication and Reconstruction

This section describes the authentication and reconstruction process of a given tam-
pered image Ihw of size A x B in RGB color space. To accomplish this reconstruction, four
steps are used: extraction of the watermarks from the image, authentication of the content,
post-processing to indicate the blocks affected by the tampering coincidence problem via
an inpainting process to fill these regions and reconstruction of the tampered image.

3.2.1. Watermark Extraction

The extraction of the three reconstruction watermarks is performed as follows:

5 .
auxVal; = Zzg_fwtmg,(i,l)ﬂ, Vist. 1<i<AB/16, )
j=1

where wtm is a vector form of a watermark wr, wg or wb. The process to acquire all the wa-
termarks is detailed in Pseudocode 3, which employs the function vec2mat (auxVal, A/4, B/4)
to transform auxVal in a matrix of size A/4 x B/4.

This pseudocode is applied to each channel image, where three reconstruction images
in the RGB color space (iRGBg, iRGBg, iRGBp) and three authentication images (autg,
autg, autg) to authenticate each RGB channel of Thw are obtained.
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Pseudocode 3 Extraction of image watermarks

Input: Watermarked image channel Thw; Seed S; Bit plane bit Plane

[A, B] = size(Ihw)

rng(S) — Control random number generator

numRand = randperm(AB/16) — Random permutation of integers in range [1, AB/16]
wr =[] — Empty list of size 5AB/16

wg =[] — Empty list of size 5AB/16

wb = [| — Empty list of size 5AB/16

aut =[] — Empty list of size AB/16

num =1

Fori=1step4to A—3do

Forj=1step4toB —3do

subindex = 5 x numRand[num]

index = subindex — 4 : subindex — numbers from (subindex — 4) to subindex
tmpW = extmct(Ihwi:i+3,j:]-+3,bitPlane) — extract 16 bits from the bitPlane — LSB
num = num + 1

End for

End for

Equation (2), where wim = wr

imgWtm = vec2mat(auxVal, A/4,B/4) — vector to matrix conversion
iRGB(:,:,1) = imresize(imgWtm, 4)

Equation (2), where wtm = wg

imgWtm = vec2mat(auxVal, A/4,B/4) — vector to matrix conversion
iRGB(:,:,2) = imresize(imgWtm,4)

Equation (2), where wtm = wb

imgWtm = vec2mat(auxVal, A/4,B/4) — vector to matrix conversion
iRGB(:,:,3) = imresize(imgWtm, 4)

Output: Recovery image iRGB; Authentication watermark aut

3.2.2. Authentication

This step uses the previously described Pseudocode 1 to generate the bit sequence
autentW from each channel of Thw, where autentWg, autentWg and autentWg are obtained.
Each bit sequence is compared with each authentication watermark autg, aut; and autp
resulting from Pseudocode 3 using the following equation:

255, if autentW. (i-1)B is not aut. (i-1)8

autentImg;; = { 0. otherwise it JH= , 3)

foralliand jsubjecttol <i < A/4and 1 < j < B/4. Each autentImg is then interpolated
tosize A x B.

Once the previous steps have been performed, three reconstruction images (iRGBg, iRGBg
and iRGBg) and three authentication images (autentImgg, autentImgc and autentlmgp) are
generated for each RGB channel and each LSB plane. A general authentication image is
then computed by applying the bitwise OR operand to each of the authentication images,

., 1Autent;; = autentImgr;; + autentlmgc,] + autentImgp; i Jr Vi, j, st1l < i <
A 1 < g < B. A point worth mentioning is that this operation is valid only for the 1-
LSB embedding method. If the 2-LSB method is utilized, six watermarks for authentication
and six for reconstruction should be generated. Analogously, the 3-LSB process requires nine
watermarks for each case. Therefore, i Autent is obtained by applying the bitwise OR operation
to the six or nine authentication images for the 2-LSB or 3-LSB method, respectively. Finally,
the first level hierarchical authentication is performed on iAutent, improving the tamper
detection recognition.
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3.2.3. Post-Processing and Recovery

A binary image is generated at this stage, representing the blocks affected by the
tampering coincidence problem in each reconstruction image generated by Pseudocode 3
(iRGBR, iRGBg, iRGBp). Each authentication image generated in Section 3.2.2 (autentImgg,
autentImgc, autentImgp) is used for this process.

Pseudocode 4 presents the image generation process as follows:

autentnumrand[j+(ifl)B/4] = { 253: lfjtlll,fs:l‘;li’:fl'] 18255 ’ 4
foralli and j subjectto1 <i < A/4,and 1 < j < B/4. Finally, the generated image is
interpolated to A x B size. Pseudocode 4 presents the processes, resulting in three images
being obtained, denoted as TCPr, TCP; and TCP;.

If a large amount of the original image information is altered, the information used
for reconstruction could be overwritten, although it is redundant. Therefore, maps to point
to the tampering coincidence problem are computed using binary images (Pseudocode
4). Then, an AND operand between each one of these maps’ bits is applied, resulting in a
binary image denoted as iTCP, i.e., z'TCPi/]- = TCPRi,j * TCPGi,j * TCPBi,j, Vij,stl <
i < A, 1 < j < B. This image marks the regions affected by the tampering coinci-
dence problem.

Pseudocode 4 Detection of tampering coincidence problem

Input: Authentication image autent Img; Seed S

[A, B] = size(autentImg)

rng(S) — Control random number generator

numRand = randperm(AB/16) — Random permutation of integers in range [1, AB/16]
autentImg = imresize(autentImg,0.25)

Equation (4)

TCP = vec2mat(autent, A/4, B/4) — vector to matrix conversion

TCP = imresize(TCP,4)

Output: Tampering coincidence problem image TCP

Subsequently, Equation (5) is applied to the reconstruction images obtained by Pseu-
docode 3 and their corresponding binary images given by the Pseudocode 4, resulting in a
single reconstruction image named iR :

n_ (1 - TCP,,LI.J.) Tw,,,

iR;; = , Vij:1<i<A1<j<B, ®)

i (1-TCr)
where a represents the i-th processed copy, Iw represents a recovery image, TCP represents
a binary image, which indicates the regions affected by the tampering coincidence problem
of Iw, where the values “1” indicate that the i, j-th position is authentic and a value of “0”
indicates that this position was affected by this problem. Implementation of Equation (5) is
given for TCP = [TCPr, TCPg, TCPg) and Iw = [iRGBg,iRGB¢,iRGBg].

The previous sequence is valid when the 1-LSB method is selected for embedding. If
the scheme is presented in their variants 2-LSB or 3-LSB, further copies of the watermarks
should be computed from the bit panels, and the reconstruction method requires single
instances of iR and iTCP. Consequently, the following equations for the N-LSB method
must be applied:

iTCP,, if Nis 1
iTCP ={ iTCP,  iTCP,, ifNis2 , (6)
iTCP, % iTCP, % iTCP;, if Nis3
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iRy, ifNis1l
iR = ¢ Equation (5), where [w = [iRy,iRy,iR;] and TCP = [iTCP;,iTCP,,iTCP;], if Nis2 , (7)
Equation (5), where Iw = [iRy,iR,iR3] and TCP = [iTCP;,iTCP,,iTCP;], if N is 3

Finally, Pseudocode 5 performs an inpainting method for the given iR and iTCP
images. The output image is named as iRecovery. The inpainting method divides the iR
and iTCP images into overlapping blocks of 3 x 3 pixels, and the following equations are
used for each block:

3 3
Y7 (wlo.* (1 —wTCP 3 3
iR;j = Lot %b—l(B ( ))”’b,if wTCPyisland Y Y (1-wTCP;) > 1, ®)
Yoc1 Xy (1 —wTCPy) i=1j=1
3 3
iTCP,j =0, if wTCPypisland ) ) (1—wTCP;) > 1, 9)
i=1j=1

where wTCP represents a block of the iTCP image, whichis subjectto wTCP = iTCP;_1;i41,j-1:j+1,
and wlo is a block of the iR image, given wlo = iR; 1.11,j-1;j+1, foralli j suchthat2 <i <
A+1,2<j<B+1

Finally, the tampered zones of the [hw image can be reconstructed by means of the
following equation:

Thw; j = Ihwl-,j(l — iAutenti,]-) + ( z'Recoveryi,]-) (iAutenti,]’) ,1<i<A 1<j<B. (10)

Pseudocode 5 Inpainting application

Input: Image to be processed iR; Binary image iTCP
[A, B] = size(iR)
A B
While 3. ¥ iTCP;;!= 0do
i=1j=1
iRy1 iRy, iRyp
iR = |: iRy iR, iRp ] — Matrix of size A+2,B+2
iRp1 iRa; iRap
iTCPy iTCPy, iTCPyp
iTCP = ! iTCP,; iTCP, iTCP.pg ] — Matrix of size A+2,B +2
iTCPyq iTCPy. iTCPyp
iTCP = iTCP > 127
Equations (8) and (9)
iTCP = iTCP %255
iR =iR.A_10.p—1 — Matrix of size A, B
iTCP = iTCPy.5_1p.p—1 — Matrix of size A, B
End While
iRecovery = iR

Output: Image after inpainting process iRecovery

3.3. Implementation of the Algorithms

The proposed SR-HTR method allows the insertion of N copies of the three reconstruc-
tion watermarks for the N-LSB method limited by 1 < N < 3. However, the algorithm
implementation has to be changed depending on the parameter N, as can be observed in
Pseudocodes 6 and 7.
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Pseudocode 6 Image protection

Input: Image (RGB) to be protected Ih; LSB plane N

wr, autr = Pseudocode 1 (Ih(:,:, 1))

wg, autg = Pseudocode 1 (Ih(:,:,2))

wb, autb = Pseudocode 1 (Ik(:,:,3))

Thw = Ih

Fori =1step1lto N do

Thw(:,:,1) = Pseudocode 2 (Ihw(:,:,1),10 + i,i, wr, wg, wb, autr)
Thw(:,:,2) = Pseudocode 2 (Ihw(:,:,2),20 + i,i, wr, wg, wb, autg)
Thw(:,:,3) = Pseudocode 2 (Ihw(:,:,3),30 + i,i, wr, wg, wh, autb)
End For

Output: Watermarked image Thw

Pseudocode 7 Image authentication and recovery

Input: Suspicious image (RGB) Ihw; LSB plane N

Fori =1step1to N do

iRGBg,, autg; = Pseudocode 3 (Ihw(::,1),10 4+ i,i)

iRGBg,, autg; = Pseudocode 3 (Thw(:,:,2),20 +i,i)

iRGBg,, autg; = Pseudocode 3 (Ihw(:,:,3),30 +i,i)

End For

~, autentWr = Pseudocode 1 (Ihw(:,:,1))

~, autentWg = Pseudocode 1 (Ihw(:,:,2))

~, autentWp = Pseudocode 1 (Ihw(:,:,3))

iAutent = zeros(A, B)

Fori = 1step1to N do

Equation (3), where autentW = autentWg and aut = autg;

autentImgg, = imresize(autentImg,4)

Equation (3), where autentW = autentWg and aut = autg;

autentImgc, = imresize(autentImg,4)

Equation (3), where autentW = autentWp and aut = autp;

autentImgp. = imresize(autentImg, 4)

A; = autentImgg, + autentImgg, + autentImgp — OR operation

iAutent = iAutent + A; — OR operation

End For

iAutent = hierarchical_authentication(iAutent)

Fori =1step1to N do

TCPg, = Pseudocode 4 (autentImgg,, 10 + i)

TCPg, = Pseudocode 4 (autentImgg,, 20 + i)

TCPg, = Pseudocode 4 (autentImggp., 30 + i)

Equation (5), where Iw = [iRGBg,,iRGBg,, iRGBg,| and TCP = [TCPg,, TCPg,, TCPg,]
iTCP; = TCPg, x TCPg, * TCPp, — AND operation

End For

Equations (6) and (7)

iRecovery = Pseudocode 5 (iR, iTCP)

Equation (10)

Output: Restored image Thw

4. Experimental Setup

Images of sizes 512 x 768 and 768 x 512 from the Kodak database [40], which consists
of 24 images, were used for experimentation. These images are labeled as Kodak-n, where
n is the image identifier. Some of these images are shown in Figure 3.
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Figure 3. Images employed from Kodak database [40], (a) Kodak-1, (b) Kodak-3, (c) Kodak-11, (d) Kodak-14, (e) Kodak-4,
(f) Kodak-10, (g) Kodak-17, (h) Kodak-18.

The performance criteria to evaluate the quality of watermarked and recovered images
obtained by the proposed framework are: PSNR, SSIM and PSNR-HVS-M [35]. The PSNR
metric is defined as follows:

MAX?
PSNR =10 log]()m, (11)
1 X-1Y-1 2
MSE = << ), ) 1) = T'G)]" (12)
Xy i=0 j=0

where I represents the original image, I/ corresponds to the modified image, the argu-
ments i, j are used for the pixel position and X, Y are the number of rows and columns,
correspondingly. The SSIM metric is computed using the following equation:

(2papy + C1) (200 + C2)
(H® + 12+ Cr) (02 + 02+ C)’

SSIM(x,y) = (13)

where p and ¢ denote the mean and variance of images x and y, oy is the covariance
between x and y, constants Cy, C; are: C; = (0.01L)?, C; = (0.03L)?, and L = 255 [41].
Furthermore, Precision and Recall metrics were utilized to measure the alteration

detection performance of the proposed method. These metrics are based on the numbers
of true positives (TP), false positives (FP) and false negatives (FN) among all pixels:

.. TP
Precision = TP+ EP’ (14)
TP
Recall = T]D—}-—PI\] (15)

5. Analysis of 1-LSB, 2-LSB and 3-LSB Schemes in Embedding Stage

A comparison between the different LSB variants of the designed framework was
performed. The watermarked images were compared with the original ones, and the results
are reported in Table 1, which shows the average values of the objective quality measures
PSNR, SSIM and PSNR-HVS-M for each variant. Furthermore, the comparison was also
performed using the bit adjustment for 2-LSB and 3-LSB methods. It can be observed that a
minimal enhancement is generally achieved using this adjustment.
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Table 1. Least-significant bit (LSB) embedding analysis in terms of the objective quality.

No Bit Adjustment With Bit Adjustment

Embedding 1-LSB 2-LSB 3-LSB 2-LSB 3-LSB
PSNR 51.17 43.89 37.51 44.33 37.69
SSIM 0.9966 0.9824 0.9314 0.9843 0.9340
PSNR-HVS 59.21 49.89 41.80 49.69 41.92

During the imperceptibility evaluation of the three variants (1-LSB, 2-LSB or 3-LSB)
shown in Table 1, we can observe that the 1-LSB and the 3-LSB variants have the best and
the worst performance, respectively, in terms of objective quality evaluation. However, a
point worth mentioning is that for the worst case (3-LSB), the embedding of nine copies of the
watermark does not produce any recognizable visual modification in the watermarked image.

To measure the authentication and reconstruction process’s performance, experiments
changing the tampering rate from 10% to 90% in the image were carried out, adding
pseudo-random noise to the image, as can be observed in Figure 4.

(a) (b) (c) (d)

(e) ® (8) (h)
Figure 4. Tampered images for Kodak-23, (a) 20%, (b) 30%, (c) 40%, (d) 50%, (e) 60%, (f) 70%, (g) 80%, (h) 90%.

The authentication stage evaluation is reported in Table 2, where it can be observed
that the 1-LSB method maintains the best results in Precision. In terms of Recall, the proposed
variants’ performance increases when this measure is close to one. The variants 2-LSB and
3-LSB have the same high Recall value, even though the 3-LSB variant embeds more copies.
Additionally, the probability that the 1-LSB variant extracts copies incorrectly is higher than
the other variants, generating more errors during the authentication process. Another point
worth mentioning is that the 2-LSB variant achieves Recall’s best performance, avoiding
the tampering coincidence problem, embedding only six copies of the recovery watermark.

Table 2. Precision and Recall obtained from the authentication process.

Embedding 10% 20% 30% 40% 50% 60% 70% 80% 90%
1-LSB 09033  0.9211 0.9369 0.9345 0.9356 0.9386 0.9404 0.9389 0.9384
Recall 2-LSB 1 1 1 1 1 1 1 1 1
3-LSB 1 1 1 1 1 1 1 1 0.9999
1-LSB 09466  0.9733 0.9831 0.988 0.9943 0.9913 0.9922 0.9932 0.9944
Precision 2-LSB 09157  0.9585 0.9718 0.9799 0.9885 0.9849 0.9877 0.9892 0.9910
3-LSB 0.8893  0.9448 0.9637 0.9744 0.9843 0.9819 0.9855 0.9874 0.9900

Finally, the average values of the quality measures PSNR, SSIM and PSNR-HVS-M
for the reconstructed images compared with the original ones are shown in Table 3. A
significant increase in the values with the 2-LSB method can be recognized. Nevertheless,
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although the 3-LSB implementation also showed a sharp increment compared with 1-LSB,
its results are slightly lower than the 2-LBS method. On the contrary, the PSNR-HSV-M
values of the 3-LSB method are slightly higher than the result from 2-LSB. However, the
2-LSB results are still acceptable, and, in general, their PSNR and SSIM values are superior
to the other implementations in this study. Consequently, the 2-LSB variation was utilized

for the proposed SR-HTR method considering the results given in Tables 1-3.

Table 3. PSNR, SSIM and PSNR-HVS-M from the reconstruction process.

Embedding 10% 20% 30% 40% 50% 60% 70% 80% 90%
1-LSB 27.81 25.02 23.50 21.79 20.30 19.01 17.57 15.79 13.286

PSNR 2-LSB 35.80 32.71 30.63 29.25 28.13 27.06 26.00 24.82 23.07
3-LSB 35.52 32.48 30.43 29.08 28.03 27.06 26.22 25.27 23.68

1-LSB 0.953 0.903 0.851 0.787 0.713 0.629 0.533 0.410 0.250

SSIM 2-LSB 0.967 0.935 0.901 0.867 0.832 0.793 0.750 0.696 0.615
3-LSB 0.962 0.925 0.888 0.851 0.813 0.772 0.730 0.680 0.604

PSNR 1-LSB 26.19 22.83 20.91 18.94 17.04 15.26 13.54 11.49 8.78
HVS 1\/-[ 2-LSB 33.29 30.19 28.14 26.69 25.57 24.37 23.02 21.32 18.87
- 3-LSB 33.25 30.18 28.15 26.73 25.69 24.71 23.76 22.35 19.90

6. Experimental Results and Discussion

Since the 2-LSB method maintains a balance between the quality of the marking,
authentication and reconstruction processes, it was selected to insert the watermarks. In
this section, the proposed method’s performance with the 2-LSB variation is detailed and
compared with other state-of-the-art methods.

6.1. Watermarked Image Quality

Table 4 shows the results after the watermark embedding and the variation with and
without the bit adjustment stage. It can be observed that the bit adjustment markedly
raised the PSNR and SSIM values. Nonetheless, the best PSNR-HSV-M values fluctuated
between both implementations.

Table 4. Objective quality metrics PSNR, SSIM and PSNR-HVS-M for watermarked images.

With Bit Adjustment Without Bit Adjustment
PSNR SSIM PSNR-HVS PSNR SSIM PSNR-HVS
Kodak-1 44.36 0.9923 52.49 43.93 0.9914 53.30
Kodak-2 43.87 0.9787 49.02 43.44 0.9756 50.17
Kodak-3 44.26 0.9762 48.02 43.81 0.9732 47.96
Kodak-4 44.30 0.9819 49.73 43.90 0.9798 50.05
Kodak-5 44.20 0.9922 50.89 43.83 0.9914 52.12
Kodak-6 4441 0.9874 49.10 43.92 0.9859 48.82
Kodak-7 4431 0.9817 48.99 43.92 0.9797 49.10
Kodak-8 4441 0.9934 52.16 43.94 0.9925 52.50
Kodak-9 44.47 0.9790 49.10 44.02 0.9764 48.94
Kodak-10 44.45 0.9806 49.90 43.97 0.9783 49.57
Kodak-11 44.34 0.9854 50.99 43.84 0.9834 50.80
Kodak-12 44.34 0.9788 49.47 43.82 0.9761 48.84
Kodak-13 44.30 0.9948 52.49 43.88 0.9941 53.46
Kodak-14 44.27 0.9896 50.76 43.89 0.9884 51.67
Kodak-15 44.34 0.9800 48.10 43.92 0.9777 47.74
Kodak-16 44.32 0.9825 49.82 43.89 0.9805 49.87
Kodak-17 4417 0.9819 48.40 43.84 0.9800 48.82
Kodak-18 44.14 0.9879 50.11 43.77 0.9865 51.20
Kodak-19 44.44 0.9842 51.12 43.96 0.9823 51.03
Kodak-20 44.89 0.9845 4499 44.27 0.9832 44.32
Kodak-21 44.32 0.9828 49.16 4391 0.9808 49.27
Kodak-22 4441 0.9853 50.35 43.95 0.9834 50.38
Kodak-23 44.35 0.9758 48.43 43.94 0.9731 48.39
Kodak-24 44.27 0.9876 49.16 43.84 0.9862 49.20
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6.2. Analysis of Tampering Detection

In order to measure the performance of the proposed method in change detection,
different modifications were applied to the test watermarked images. Afterward, the
authentication process was executed using the six authentication watermarks and the
hierarchical authentication method to discard most of the detection errors, specifically the
false negatives.

The tampering detection process evaluation consists of two alteration schemes: the
first one was used to estimate the ability to detect alteration rates between 10% and 90%
by adding a regular square area of pseudo-random noise into the watermarked image, as
displayed in Figure 4. In the second scheme, the alterations were performed by modifying
one or multiple irregular areas in the watermarked image using Adobe Photoshop software,
maintaining the structure and original nature of the image and avoiding significant falsity
in the alteration. Figure 5 illustrates the watermarked images with irregular alterations of
Kodak-1 in 46.41%, Kodak-3 in 34.34%, Kodak-11 in 25.06% and Kodak-14 in 40.08% of the
entire image.

(b)

(f) (8) (h)

Figure 5. Multiple and irregular alterations, (a) Kodak-1 original, (b) Kodak-3 original, (c) Kodak-11 original, (d) Kodak-14
original, (e) Kodak-1 altered, (f) Kodak-3 altered, (g) Kodak-11 altered, (h) Kodak-14 altered.

The detection’s Precision results for the changes using the first scheme are shown in
Table 5. It can be noticed that the Precision performance is enhanced as the alteration rate is
increased. The Recall metric resulted in values of 1.0 for all the alteration rates between
10% and 80% and 0.9999 for a change of 90% of the image. This is due to the hierarchical
method of authentication.

The evaluation of the second scheme, which uses multiple and irregular alterations in
the images, is displayed in Figure 6, where images in Figure 6a—d represent the ground
truth of the alterations, and images in Figure 6e-h are the results of the change detection
obtained by SR-HTR. The pairs of (Precision, Recall) values are: (0.9190, 0.9995) for Kodak-1,
(0.9416, 1.0) for Kodak-3, (0.9214, 1.0) for Kodak-11 and (0.9382, 0.9998) for Kodak-14.
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Figure 6. Multiple and irregular alterations, (a) Kodak-1 ground truth, (b) Kodak-3 ground truth, (c) Kodak-11 ground truth,
(d) Kodak-14 ground truth, (e) detection for Kodak-1, (f) detection for Kodak-3, (g) detection for Kodak-11, (h) detection for
Kodak-14.

Table 5. Precision values for the detection of different alteration rates between 10% and 90%.

17 of 29

10% 20% 30% 40% 50% 60% 70% 80% 90%
Kodak-1 0.9170 0.9629 0.9748 0.9840 0.9898 0.9850 0.9890 0.9903 0.9930
Kodak-2 0.9167 0.9631 0.9748 0.9844 0.9898 0.9851 0.9894 0.9904 0.9928
Kodak-3 0.9177 0.9625 0.9747 0.9840 0.9898 0.9850 0.9892 0.9904 0.9929
Kodak-4 0.9107 0.9454 0.9630 0.9673 0.9846 0.9845 0.9835 0.9857 0.9854
Kodak-5 0.9170 0.9625 0.9746 0.9841 0.9898 0.9852 0.9892 0.9903 0.9930
Kodak-6 0.9170 0.9629 0.9748 0.9841 0.9898 0.9851 0.9891 0.9906 0.9929
Kodak-7 0.9170 0.9627 0.9747 0.9840 0.9898 0.9850 0.9890 0.9906 0.9929
Kodak-8 0.9180 0.9629 0.9747 0.9840 0.9898 0.9852 0.9891 0.9904 0.9929
Kodak-9 0.9107 0.9454 0.9629 0.9676 0.9846 0.9842 0.9835 0.9856 0.9851
Kodak-10 0.9107 0.9450 0.9630 0.9670 0.9846 0.9844 0.9836 0.9859 0.9853
Kodak-11 0.9177 0.9627 0.9746 0.9841 0.9898 0.9850 0.9890 0.9903 0.9929
Kodak-12 0.9177 0.9627 0.9748 0.9841 0.9898 0.9851 0.9890 0.9904 0.9929
Kodak-13 0.9170 0.9629 0.9748 0.9841 0.9898 0.9852 0.9891 0.9903 0.9929
Kodak-14 0.9167 0.9640 0.9746 0.9843 0.9898 0.9853 0.9891 0.9903 0.9928
Kodak-15 0.9167 0.9627 0.9747 0.9842 0.9898 0.9851 0.9891 0.9905 0.9930
Kodak-16 0.9180 0.9629 0.9747 0.9843 0.9898 0.9851 0.9890 0.9904 0.9928
Kodak-17 0.9107 0.9452 0.9629 0.9674 0.9846 0.9840 0.9838 0.9857 0.9853
Kodak-18 0.9117 0.9455 0.9626 0.9671 0.9846 0.9841 0.9838 0.9857 0.9852
Kodak-19 0.9121 0.9446 0.9626 0.9678 0.9846 0.9841 0.9836 0.9857 0.9851
Kodak-20 0.9167 0.9634 0.9747 0.9842 0.9898 0.9850 0.9890 0.9903 0.9929
Kodak-21 0.9174 0.9633 0.9748 0.9842 0.9898 0.9850 0.9890 0.9903 0.9929
Kodak-22 0.9174 0.9625 0.9748 0.9840 0.9898 0.9850 0.9894 0.9905 0.9929
Kodak-23 0.9174 0.9627 0.9747 0.9841 0.9898 0.9851 0.9892 0.9904 0.9928
Kodak-24 0.9177 0.9629 0.9747 0.9840 0.9898 0.9851 0.9890 0.9904 0.9931

6.3. Evaluation of the Reconstruction under Different Tampering Rates

In this section, the results for the evaluation of the reconstruction process are reported.

The reconstruction of the test images was evaluated using both alteration schemes. For
the first scheme, which is illustrated in Figure 4, the six versions of the reconstruction
watermark are utilized for reconstruction. The inpainting method was performed to

regenerate the information affected by the tampering coincidence problem.
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Figure 7 shows the reconstructed images for Kodak-23. As can be noticed, the reconstruc-
tion capability for each alteration rate markedly dropped according to the increment in the
alteration rate. Nevertheless, the original content of the image can be clearly distinguished.

(8) (h)

Figure 7. Quality measures values (PSNR/SSIM/PSNR-HVS-M) for Kodak-23 reconstruction given different alteration
rates: (a) 20%, 37.91/0.9762/34.69; (b) 30%, 31.99/0.9552/28.82; (c) 40%, 31.26/0.9401/27.96; (d) 50%, 30.66/0.9250/27 47,
(e) 60%, 29.96/0.9079/26.68; (f) 70%, 28.21/0.8739/24.69; (g) 80%, 27.25/0.8418/23.28; (h) 90%, 25.21/0.7854/20.47.

Additionally, it can be observed that a granulated effect is obtained according to the
alteration rate. The inpainting process gives this effect due to the replenishment of affected
areas by the tampering coincidence problem, with neighboring pixels’ intensity values
detected as authentic ones.

Finally, this process was executed on all the test images using the first alteration
scheme. Figures 8-10 report the PSNR, SSIM and PSNR-HVS-M results after the reconstruc-
tion process, correspondingly. These graphics show an average decrease of 12.72 dB for
PSNR and 14.41 dB for PSNR-HSV-M in reconstructing the modification rates between 10%
and 90% of the image and an average reduction of 0.3516 for SSIM values. The results can
be considered acceptable given the high alteration rate to which the images are subjected.
A point worth mentioning is that other works usually test their methods with an upper
boundary of 50% of modification since they do not consider the tampering coincidence
problem consequences in their entirety.
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Figure 8. PSNR of the reconstructed images for different alteration rates.
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Figure 9. SSIM of the reconstructed images for different alteration rates.
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Figure 10. PSNR-HVS-M of the reconstructed images for different alteration rates.

6.4. Evaluation of the Image Reconstruction under Multiple and Irregular Attacks

The results of the reconstructed images that were modified using the second alteration
scheme, given in Figure 5, are presented in this section. Figure 11 shows a satisfactory



Appl. Sci. 2021, 11, 3187

20 of 29

visual quality of the reconstructed images, which display the original content substituted
with other information.

(b)

(c) (d)

Figure 11. Reconstructed images from multiple and irregular alterations (PSNR/SSIM/PSNR-
HVS-M), (a) Kodak-1 (24.53/0.7417/21.94), (b) Kodak-3 (31.82/0.8959/29.27), (c) Kodak-11
(28.12/0.8670/26.08), (d) Kodak-14 (26.38/0.8263/23.41).

6.5. Comparison with State-of-the-Art Schemes

The proposed SR-HTR method was compared in terms of performance with other
state-of-the-art methods. As previously mentioned, the design of SR-HTR aims to achieve
high performance when there is a high rate of modification in a watermarked image. This
is accomplished by the insertion of redundancy in the authentication and reconstruction
bits. Therefore, the comparison is performed in terms of objective quality in the following
areas: watermarked image visualization, change detection rates and reconstruction image
visualization.

The first evaluation consists of the comparison between the watermarked image and
the original one. Table 6 shows the average values of PSNR, SSIM and PSNR-HVS-M for
the set of test images employed.

Table 6. Quality comparison using PSNR, SSIM and PSNR-HVS-M between watermarked images
and original ones.

PSNR (dB) SSIM PSNR-HVS (dB)
SR-HTR 44.33 0.9843 49.69
Molina [36] 44.32 0.9845 49.36
Fan [23] 44.08 0.9832 50.09
Singh [2] 37.85 0.9364 42.04
Tai [24] 44.08 0.9832 50.07
Tong [10] 37.85 0.9363 42.05

The novel SR-HTR method and Molina [36] present the best quality