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Featured Application: This study makes several contributions to the technique of characterizing
transparent thin film. It provides a non-destructive, three-dimensional, and full-field method.
Compared with the existing method based on the structured illumination microscopy, the pro-
posed achieves a lower detection threshold for thickness by improving the algorithm. This new
improvement should help discover the impact of thickness and surface topography on the char-
acterization of materials, structures, and devices.

Abstract: The surface and thickness distribution measurement for transparent film is of interest
for electronics and packaging materials. Structured illumination microscopy (SIM) is a prospective
technique for measuring film due to its high accuracy and efficiency. However, when the distance
between adjacent layers becomes close, the peaks of the modulation depth response (MDR) start
to overlap and interfere with the peak extraction, which restricts SIM development in the field of
film measurement. In this paper, an iterative peak separation algorithm is creatively applied in the
SIM-based technique, providing a precise peak identification even as the MDR peaks overlap and
bend into one. Compared with the traditional method, the proposed method has a lower detection
threshold for thickness. The experiments and theoretical analysis are elaborated to demonstrate the
feasibility of the mentioned method.

Keywords: optical measurement; film thickness; surface topography; microscopy

1. Introduction

Microdevices comprising of film layers have been used in a wide range of fields, such
as semiconductors, solar photovoltaic industries, and material sciences [1–3]. The film
structure metrology is an essential area, since the qualitative and quantitative analysis of
film structures provides insight into the influence of manufacturing processes on functional
characteristics [4,5].

In past decades, optical techniques have drawn much attention in the characterization
of thin material layers due to their ability to provide nondestructive measures. The most
well-established of these are ellipsometers, reflectometers, and white-light interferometry
(WLI) [6–8]. Ellipsometers and reflectometers are used in many cases, since they can
measure the layer thickness and refractive index of thin films [9,10]. However, to provide
a full-field thickness profile as well as the topography of the corresponding surfaces,
these two approaches both require a time-consuming process or complicated system
configuration. Another method, WLI, fulfills the requirements of high efficiency for the
3D inspection of the internal structure of a film. Although WLI allows the simultaneous
measurement of a film surface and substrate surface with a high precision [11–13], the
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interference originating at each surface imposes strict demands on the reconstruction
algorithm and library of theoretical signals.

Recently, Xie et al. introduced structured illumination microscopy (SIM) into the
field of film measurement because the SIM-based method has a high axial resolution and
efficiency in 3D measuring [14–19]. In SIM, several sinusoidal patterns with predefined
phases are projected on the sample surface. The modulation distribution of the captured
images reflected from the surface can be determined by the phase-shifting technique [20].
The modulation depth response (MDR) curve of each pixel, which indicates the modulation
distribution on the point changing with the scanning distance, can be achieved by vertically
scanning the sample around the focal plane. Therefore, detecting the peak of the MDR
curves makes it easy to reconstruct the three-dimensional surface topography. When SIM is
applied in the film structure measurement, the MDR involves several peaks as the projected
sinusoidal pattern reflects on the corresponding surfaces. As a result, the surface profiles
and film thickness can be obtained by identifying the peaks.

However, when the thickness between adjoining layers is thinner, the peaks of the
MDR start to overlap to create distorted peaks. As the extent of the peak overlap increases,
the change in the peak shape is enlarged, amplifying the location extraction error and
decreasing the accuracy in conventional SIM. Further, if the overlapped peaks are bent
into one, the traditional methods become failed because they find the only maximum
point. Consequently, the maximum-point-based approach has a circumscribed thickness
resolution, which limits the application for SIM in the field of film structure measurement.

To develop the measurement threshold of thickness in SIM, we developed a new
method iterative peak separation structured illumination microscopy (IPS-SIM). Since
the incoherent light reflected from the sample is the combination of reflections from the
surface of the interior layers, the MDR curve can be considered as a Gaussian model. For a
single-film-layer sample, the MDR curve is a sum of two Gaussian functions. To optimize
the location of each peak of the MDR, the IPS-SIM utilizes the iterative optimization
algorithm of which the model function is the sum of Gauss. Compared with the traditional
SIM, the proposed method provides accurate peak detection even when the peaks of the
MDR are highly overlapping. Then, the precise location of peaks is used to determine
the height of the layers. Hence, the IPS-SIM provides a lower detection threshold for
thickness than the existing SIM method for film thickness profile measurement. In this
work, a theoretical analysis and simulation are conducted to validate the use of IPS-SIM in
analyzing film structures. Experiments on a single photoresists layer deposited on silicon
slides demonstrate the feasibility of this method and confirm that the repeatability is within
2 nm.

2. Methods
2.1. Principle of Surface and Thickness Method

The schematic diagram of the measurement system is illustrated in Figure 1. The
incident light from a light-emitting diode (LED) light source was modulated by a digital
micro-mirror device (DMD), then collimated by the tube lens before being reflected by
the splitter mirror into the objective microscope lens. The fringe patterns on the DMD
chip were projected onto the sample located in the focal plane. The charge-coupled device
(CCD) camera behind the other tube lens captured the signal containing reflections taking
place in the top surface of the film and the substrate. While the specimen is scanned in a
z-axis direction by the piezoelectric transducer (PZT) stage, the fringe contrast response of
modulated images can be used to characterize the thickness profile of the specimen.
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Figure 1. Schematic of the measurement system.

If we suppose that projected patterns are sinusoidal gratings, the light intensity
distribution on the captured images can be written as:

I(x, y, z) = A(x, y, z)[1 + M(x, y, z) cos(2π f x + φ0)], (1)

where A(x, y, z) illustrates the background irradiance and M(x, y, z) describes the modula-
tion distribution of the projected sinusoidal fringe pattern, of which the spatial frequency is
f and the initial phase is φ0. The modulation distribution of each pixel can be determined
by a phase-shifting algorithm [21,22]. In order to minimize the uncertainty caused by the
process of modulation evaluation, the fringe for each scanning step was laterally shifted
eight times in this study.

When measuring a sample with a single film layer as shown in Figure 2a, the projected
fringe pattern was reflected from the film surface and the substrate. Suppose that j presents
the film layer and the substrate and j = 1, 2. Consequently, the light intensity distribution
is given as:

I(x, y, z) =
2

∑
j=1

A(x, y, z)
[
1 + Mj(x, y, z)cos(2π f x + φ0)

]
(2)

Figure 2. Principle of surface and thickness measurement: (a) the incoherent model of light reflection
in a single-layered film structure; (b) the simulated modulation depth response (MDR) for a pixel
(x0, y0) generated during the z-axis scanning.
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Hence, the fringe modulation distribution M(x, y, z) in Equation (1) is composed of
two corresponding component signals and can be written as:

M(x, y, z) = M1(x, y, z) + M2(x, y, z) (3)

As determined in the study of Stokseth [23], the normalized modulation depth re-
sponse (MDR) of the individual surface is approximately a Gaussian function with an
independent variable scanning position z, which can be described as:

M(x, y, z) = Rexp

[
−
(

z− p
kFWHM

)2
]

(4)

Here, R indicates the reflectivity of the thin film; p describes the focal position; z
presents the scanning distance—i.e., the defocus distance from the focal position; and
k = 1/2

√
ln 2. FWHM is an acronym for the full width at half maximum and can be

determined by [23]:

FWHM =
0.4470λ

v(1− v) sin2[0.5arcsin(NA/n)]
, (5)

where λ denotes the wavelength of the light source; n indicates the refraction index; v is
the normalized spatial frequency of the sinusoidal fringe pattern—i.e., v = λ/(2NA · T);
T describes the period of the sinusoidal fringe pattern; and NA presents the numerical
aperture of the objective lens.

For the arbitrary pixel (x0, y0) on the sample in Figure 2b, by substituting Equation (4)
into Equation (3) the MDR curve is theoretically expressed as:

M(x0, y0, z) = Rc1exp

[
−
(

z− p1(x0, y0)

kFWHM1

)2
]
+ Rc2exp

[
−
(

z− p2(x0, y0)

kFWHM2

)2
]

, (6)

Here, Rc1 and Rc2 are the coefficient of the modulation component on the film and the
substrate, which is influenced by the absorption, transmission, and reflection of the film
layer; the reflectivity of the substrate; and the film thickness.

As shown in Figure 2b, the MDR reaches its maximal value when the related point on
the layer is in the imaging plane. Therefore, the film thickness and the surface profiles can
be determined by the identification of the location of peaks p1(x0, y0) and p2(x0, y0). The
physical thickness of thin film D at the point is calculated by:

D(x0, y0) = n · |p1(x0, y0)− p2(x0, y0)|, (7)

where n describes the refraction index of the thin film.

2.2. Iterative Peak-Separation Method

As previously mentioned, a valid measurement depends on the accurate extraction of
the peak locations. The base of the peak location is to find the maximum in the existing
method, so it is called the maximum-point-based SIM (MP-SIM). When the MDR has only
one peak shape due to the film being thinner, as shown by the blue curve in Figure 3a,
the MP-SIM only detects one peak and fails to calculate the film thickness. Therefore, the
detection threshold is limited. We propose the iterative curve fitting technique to break
the limit.
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Figure 3. Comparison of the detection threshold of the iterative peak separation structured illumination microscopy
(IPS-SIM) and the maximum-point-based SIM (MP-SIM): (a) the simulated MDR in different thickness D when
FWHM1 = 696 nm and FWHM2 = 800 nm; (b) the fitting result by the IPS-SIM when the thickness is 822 nm; (c) The fitting
curve by the IPS-SIM when the thickness is 500 nm; (d) the thickness measurement error as a function of film thickness in
the IPS-SIM and MP-SIM.

To shorten the time required to fit the full-field MDR curve, the Nelder-Mead sim-
plex algorithm is utilized. According to Equation (6), the model function M∗(x, y, z) is
defined as:

M∗(x, y, z) = Rc1(x, y)exp

[
−
(

z− p1(x, y)
kF1

)2
]
+ Rc2(x, y)exp

[
−
(

z− p2(x, y)
kF2

)2
]

, (8)

where the linear variables are the component coefficients—i.e., Rc1(x, y) and Rc2(x, y)—
and the nonlinear variables are the full width at half maximum (i.e., F1 and F2) and the
peak positions (i.e., p1(x, y) and p2(x, y)). Finding the location of overlapping peaks—i.e.,
popt =

(
p1opt, p2opt

)
—can be transformed into an optimization problem, such as:

popt = argmin
p

RMS[M∗(x, y, z)−M(x, y, z)] (9)

Suppose that the thickness measurement error is the criterion for the threshold. The
comparison proves that the smallest detectable thickness of the IPS-SIM is lower than the
MP-SIM, as illustrated in Figure 3. When the film thickness is 822 nm, the measurement
error of the MP-SIM equals 135.5 nm. On the contrary, the IPS-SIM accurately identifies the
two peaks, as shown in Figure 3b. Furthermore, the presented algorithm still maintains
a low measurement error when the two components are completely merged into one, as
explained in Figure 3c. The thickness measurement error as a function of film thickness in



Appl. Sci. 2021, 11, 3023 6 of 12

the two methods is illustrated in Figure 3d. The results show that the IPS-SIM has a lower
detection threshold than the MP-SIM.

3. Simulations

In practice, the MDR curve is not a perfect Gaussian shape due to the induced noise
in the single-pixel spectra and the higher harmonic effect. The smoothing cannot average
the measurement uncertainty in peak positioning. For a reasonable solution and a fast
convergence rate, the IPS-SIM requires a good starting value. Mathematical analysis and
numerical simulation were conducted to analyze the best initial of iterative variables in
this section.

Suppose that the thickness D = 500 nm, the component coefficient Rc1 = 1 and
Rc2 = 0.5, the numerical aperture of the objective NA = 0.9, the central wavelength of
the light source λ = 550 nm, and the normalized spatial frequency of the fringe pattern
v = 0.5. Thus, the hypothetical FWHM1 is calculated as 696 nm. Owing to the influence of
the film layer, FWHM2 is larger than FWHM1 and is set to be 800 nm. The random noise
of 2% modulation is added in the simulation to match reality more precisely.

3.1. Optimization of Initial Full Width at Half Maximum

The initial value of FWHM1 and FWHM2, (F1ini, F2ini), had a significant effect on the
measurement accuracy. Although the theoretical FWHM1 can be calculated according to
Equation 5, the FWHM2 was an experimental parameter related to the characteristics of
film and the environmental factors. There are even cases where not all the parameters in
Equation (5) are known, failing to determine the ideal FWHM1. According to the intrinsic
constraints, i.e., the full width at half maximum is non-negative, there are several methods
to obtain the start of the full width at half maximum:

• The smallest non-negative integer—i.e., (1, 1);
• The experimental FWHM of the overlapping-peak MDR—i.e., (934, 934);
• The theoretical FWHM1—i.e., (696, 696);
• The default—i.e., (696, 800);

To compare the performance in these four cases, we independently measured the
thickness at a fixed position by the IPS-SIM 50 times. Figure 4a illustrates one of the
simulated MDR and the fitting result, as the initial widths (F1ini, F2ini) = (696, 696). The
error of thickness detection, as shown in Figure 4b, indicates that the theoretical FWHM1 is
the optimal start point because it has a detection error (purple and marked with triangles)
closest to the true-value way (orange and marked with squares) and can be implemented
in the application.

Figure 4. (a) The simulated MDR with noise and the fitting result by the IPS-SIM as the initial widths
(F1ini, F2ini) = (696, 696) (b) Thickness measurement error of the different initial width values.
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3.2. Influence of Initial Component Coefficient

Although the component coefficient, (Rc1, Rc2), varies with multiple parameters such
as reflectivity and film thickness, physical constraints including non-negativity and the
range (from zero to one) are required. To reduce variables, the initial value of width was
fixed as (696, 800), and Rc1 starts from 0.8. The measurement results with a different initial
Rc2 are shown in Figure 5.

Figure 5. The influence of the initial component coefficients.

The center point of the error bar represents the mean error of 50 measurements. The
maximum absolute error is less than 3 nm, which indicates that the IPS-SIM is high-accuracy.
The longitudinal length of the bar is the standard deviation and becomes longer as the
difference between the initial value and default Rc2 is larger. As a result, the standard
deviation is positively related to the deviation between the iteration start point and the
set value.

3.3. Influence of Initial Peak Position

In the above analysis, the initial value of the peak position is defined as [1, 1]. Therefore,
if the initial value of widths and component coefficients is proper, the accuracy of the IPS
algorithm is high. Assuming that the initial value of the width is (696, 800), the start point
of the component coefficients is (1, 0.5), and the p2 iterates from 1900 nm, we analyze the
influence of the initial point of p1 on the measurement accuracy.

Figure 6 illustrates the measurement results, of which the horizontal axis center is
the deviation between the start value of p1 and the simulated value of 1400 nm. The
connect center point of the error bar describes the mean error of 50 measurement times.
The shaded area of the bar is the standard deviation. The mean error is within 0.05 nm,
and the standard deviation is between −0.31 to 0.35, which indicates that the start point of
peak positions has little effect on the accuracy of the IPS-SIM.
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Figure 6. The influence of the initial peak position.

4. Experiment

In order to validate the performance of the mentioned method, experiments were
conducted on the sample with the photoresist film layer. The system was performed by
referring to Figure 1, with a scanning stage (PI, the resolution is ± 0.5 nm), a microscopy
objective (Olympus, 100X, NA = 0.9), a CCD camera (WAT-902H, 576 × 768 pixels, pixel
size 6.25 × 6.25 um), a 1024 × 768 pixels DMD (TI) with the pixel resolution 13.6 um, an
LED broadband light source (central wavelength is 580 nm, bandwidth is 160 nm), and
two tube lenses provided by DAHENG Optics. The diagrams of the layer structures on the
samples are shown in Figure 7.

In the experiment, the film was made by a photoresist RZJ-304 on the wafer using a
spin coater. The refractive index provided by Filmetrics was 1.674. The pattern was formed
on the silicon substrate through the photolithography process. The PZT stage scanned
4 um with the stepping pace of 50 nm in the z-direction. For each step, the pattern with the
period of 16 pixels was shifted by π/4 phase to calculate the modulation distribution, and
the experimental value of FWHM1 was calculated as 1443 nm. Then, the peak location of
the MDR for each pixel was extracted using the IPS method.

Figure 8a shows the captured image at the scanning distance of 1700 nm. The black
line in Figure 8b is the original MDR curve of a pixel at the photoresist area. Although the
fitting curve (red and plus-marked) obtained by the IPS-SIM does not entirely match the
simulation, the peaks (blue and yellow star) are successfully separated. The thickness at
the point obtained by the presented method is 1382.47 nm.



Appl. Sci. 2021, 11, 3023 9 of 12

Figure 7. The schematic of the measurement system.

Figure 8. (a) The image of the patterned sample captured by CCD at the scanning position of 1700 nm. (b) The normalized
MDR curve (black) at the pixel (162,72) and the IPS-SIM fitting result.

To confirm the accuracy of the developed method, we made a comparison between the
commercial Profilometer and the IPS-SIM. The measurement provided by the commercial
Profilometer is 1364.60 nm, as presented in Figure 9a. This result demonstrates that the
relative uncertainty of the IPS-SIM is less than 17.80 nm. The 3D structure of the sample is
reconstructed, as shown in Figure 9b. The cross-section profile at X = 70 is presented in
Figure 9c. Furthermore, five repetitive tests were carried out to estimate the repeatability
of the proposed method. Figure 9d describes the measured result at the same point five
times, which indicates that the repeatability of the measurements is less than 2 nm.
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Figure 9. (a) The measurement by the commercial stylus Profilometer. (b) The 3D reconstruction
of the partial sample by the IPS-SIM, where the pixels range from 101 to 400 at the x-axis and from
51 to 300 at the y-axis. (c) The cross-section profile at X = 70 of Figure 9b. (d) The repeatability
measurement at the same point by the IPS-SIM.

5. Conclusions

There are several comments that can be made regarding the above results:

1. The significant standard deviation for thickness is due to the large side lobes of the
MDR curve. At some pixels, these high-level side lobes are fitted as the second-
highest peak, so the error of thickness is larger. The original influence induced in the
measurement process can affect the level of the side lobe. Thus, in the absence of the
cause of the side lobe, there is no a priori knowledge to reduce this error.

2. The R-square in the experiment was smaller than the theoretical value. There is a
considerable error between the experimental value of FWHM2 and the theoretical
value of FWHM1, which is set to the start point of FWHM2 in this study. For the
same film material, starting from the empirical value obtained by pre-calibration can
produce a higher fitting degree.

3. Although the IPS algorithm has a faster computation speed than other iterative
algorithms, the proposed approach is more time-consuming than the MP-SIM. Fur-
ther study on improving the efficiency of the fitting process would enhance the
method’s performance.

In conclusion, we proposed and experimentally validated a method, named iterative
peak separation structured illumination microscopy (IPS-SIM), to develop the detection
threshold of thickness in SIM. When the MDR curve peaks are too overlapping and bent
into one, the traditional maximum-point-based technique (MP-SIM) has no ability to
recognize each peak and measure the thickness and surface profile. In order to overcome
the limitation, this study suggests obtaining the peak location of the modulation depth
response (MDR) curve by the optimization algorithm. The mentioned method can provide
a lower measurement threshold and high precision if the iterative variable has a good
start value. In this paper, the influence of each parameter on the measurement accuracy
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is numerically analyzed and the optimal initial value of each parameter is determined.
Single-film-layer specimens coated with photoresist are measured to verify the feasibility
of the IPS-SIM and its lower detection threshold than the conventional approach.
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