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Featured Application: This work has an important direct application for teachers or educational
institutions working with Moodle, because it provides an open access software application, UBU-
Monitor, which facilitates the detection of students at risk.

Abstract: In this study, we used a module for monitoring and detecting students at risk of dropping
out. We worked with a sample of 49 third-year students in a Health Science degree during a
lockdown caused by COVID-19. Three follow-ups were carried out over a semester: an initial one,
an intermediate one and a final one with the UBUMonitor tool. This tool is a desktop application
executed on the client, implemented with Java, and with a graphic interface developed in JavaFX.
The application connects to the selected Moodle server, through the web services and the REST
API provided by the server. UBUMonitor includes, among others, modules for log visualisation,
risk of dropping out, and clustering. The visualisation techniques of boxplots and heat maps and
the cluster analysis module (k-means ++, fuzzy k-means and Density-based spatial clustering of
applications with noise (DBSCAN) were used to monitor the students. A teaching methodology
based on project-based learning (PBL), self-regulated learning (SRL) and continuous assessment was
also used. The results indicate that the use of this methodology together with early detection and
personalised intervention in the initial follow-up of students achieved a drop-out rate of less than 7%
and an overall level of student satisfaction with the teaching and learning process of 4.56 out of 5.

Keywords: at-risk student; clustering; visualisation; self-regulated learning; Moodle; learning analytics

1. Introduction

The contemporary teaching–learning process is increasingly carried out in e-learning
or blended learning environments, and rarely face to face (F2F) only. This situation has
been intensified by the COVID-19 crisis [1]. However, e-learning teaching has a series
of challenges, among which the following stand out: interaction between teachers and
students and between students themselves, customisation of the teaching–learning process,
detection of students at risk, and the use of technological resources in learning manage-
ment systems (LMSs) carried out from a good pedagogical setting. Although this type
of teaching has several advantages over F2F teaching, LMSs allow all the interactions
(collaborative between participants and between participants and learning objects) that
take place during the teaching–learning process to be recorded [2]. However, one of the
greatest risks is the early drop-out. In order to avoid this, monitoring systems of the
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student’s learning process must be included in LMSs in order to carry out early detection
and to make proposals for personalised tutoring. This is an essential factor in achieving
effective learning [3,4]. Nevertheless, the monitoring systems must be carried out with
the use of technological resources and artificial intelligence techniques that facilitate the
interpretation of the students’ learning behaviours. Supervised learning such as predictive
methods, and unsupervised learning such as clustering techniques have been shown to be
very useful [5,6]. However, current LMSs, such as Moodle, do not have enough detection
tools incorporated, because the learning analytics (LA) of the logs they offer is very simple
and does not give the teacher sufficient information about these processes [7]. In particular,
student drop-out at university is one of the major concerns of teachers and university rec-
tors worldwide. Some studies [8] have analysed the possible causes and have specified that
the factors can be related to students, teachers, the university system, or be an interaction
of all of them. Among the causes specific to students, motivation stands out; amidst those
specific to teachers, the quality of teaching and the enhancement of student motivation
towards learning are the most common issues; and with respect to the institution, the
quality of university management is the main aspect. The factors that may be influencing
the lack of students’ motivation which can be detected by technological systems included
in the LMS are the frequency of access to the platform to different resources and activi-
ties. This frequency is obtained from the analysis of logs. The knowledge of these data
throughout the learning process will be a very useful tool for a teacher in the prevention of
school dropout [2].

Therefore, it is important to detect students at risk early, for which educational data
mining (EDM) techniques can be applied [5,9]. These will allow the prediction of the profile
of the student at risk [9,10]. It has been proven that with these techniques, the prediction
percentage is in the range of 79–83% [11]. Additionally, it has been found that the use of
teaching methodology in virtual environments based on self-regulated learning (SRL) [12]
together with project-based learning (PBL) [13,14] and the use of continuous assessment
methodology [15] are predictors of the achievement of effective learning (60.4%) [16] and
decrease the dropout rate [15,17]. In summary, these studies indicate that one of the ways
to decrease the percentage of students who drop out of university is to have systems in the
LMS that facilitate the detection of the student at risk throughout the teaching–learning
process [18,19]. The functionalities of the LA and EDM will be analysed below. The most
important contribution of this work is the use of a personalised tool, which connects directly
to Moodle and facilitates the monitoring of the behaviour of each student throughout the
teaching–learning process in each subject and enables the analysis of logs in a simple way
through EDM techniques and visualisation within the tool itself. In previous studies for
the detection of students at risk, the process was slower and more laborious because EDM
techniques had to be applied in statistical analysis software outside the LMS or not directly
connected to it [20].

1.1. Learning Analytics Procedures

LMSs include simple procedures for analysing logs produced during the teaching–
learning process which can be consulted in various reports. These reports use techniques of
frequency analysis and descriptive statistics (mean and standard deviation of observations),
and the most advanced ones include an analysis of minimum and maximum ranges and
distribution asymmetry and kurtosis. All this information is offered from visualisation
tools and can provide the teacher with information about how the learning process is
developing in their students [21]. However, these reports do not allow a visual and fast
detection of the student at risk [22] and require the teacher to have knowledge of data
processing and analysis from the use of EDM techniques. This is obviously a problem for
the early prevention of the at-risk student. A further step in the analysis of logs has been
taken with the incorporation of plugins that are inserted in LMSs [2,23–31] and facilitate the
analysis and interpretation of the logs. The use of these tools provides a series of advances
in the organisation and interpretation of the data and in the detection of the student at risk
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in the different learning objects (activities and resources), because it allows the teacher to
choose the standard deviation (SD) that they consider to be an indicator of the detection of
at-risk students (1, 2, 3, etc., SD) in their subject. Although these resources have a number
of disadvantages, because they require the teacher to have some knowledge of Moodle
management and data analysis, the results which they provide are very simple and do
not normally include EDM techniques. Previous studies have applied supervised learning
EDM techniques; particularly, prediction for the detection of at-risk students. Specifically,
in the 2019 study by Sáiz-Manzanares et al. [11], it was found that the use of a personalised
learning methodology in Moodle predicted 42.3% of the learning outcomes and 74.2% of
the learning behaviours of students in the Moodle platform. Likewise, in the study by
Sáiz-Manzanares et al. in 2020 [2], progress was made in the analysis of the logs using
data visualisation tools on the prediction variables, in this case the type of degree and the
assignment clusters with respect to the learning outcomes. However, these analyses were
not carried out in the Moodle platform, and it was necessary to extract the logs and enter
them in the Orange data mining tool. Therefore, the present work proposes to use a Moodle
connection tool that allows the automatic application of these visualisation techniques.

1.2. Educational Data Mining (EDM) Procedures

As already indicated, the analysis and interpretation of the logs generated in LMSs
has certain difficulties and requires the teacher to have skills in the use of data extrac-
tion and interpretation techniques [32]. If LMSs included EDM and data visualisation
techniques [21,33], this would make it easier to detect the student at risk. EDM proce-
dures include different techniques, one of the simplest being frequency analysis with heat
maps [34]. This is a visualisation technique that allows users to see the frequencies of the
accesses to the different resources of the LMS in different colours, creating a heat map. The
variation of the colours is made by tone and intensity, offering the teacher quick visual
information of the results. Additionally, it allows the detection of outliers (both above and
below the average frequency) in different learning objects (resources and activities) on
the platform. An example of a heat map visualisation is shown in Figure 1; in this case,
the dark red colour indicates the students at maximum risk, i.e., with zero participation
values, the light red colour indicates the students in the first quartile, the dark ochre colour
represents the students in the second quartile, the light ochre colour is the students in the
third quartile, the light green colour shows the students in the fourth quartile, and the dark
green colour indicates the students with the highest participation value in Moodle.

Besides, more complex EDM techniques such as supervised learning can be used [36,37].
These guide the prediction of the student at risk according to different variables or attributes.
For this purpose, classification techniques (e.g., support vector machine, discriminant analy-
sis, Bayesian networks and nearest neighbour, decision trees, neuronal networks, ensemble
methods) and prediction techniques (linear regression, regression trees, support vector
machine, etc.) can be used [38]. Similarly, within the unsupervised learning techniques,
clustering techniques are included [33], in which the k-means, k-means ++, fuzzy k-means,
and DBSCAN (density-based spatial clustering of applications with noise) algorithms [39]
stand out. In this article, we will look more closely at the use of clustering techniques,
because they facilitate the analysis of student learning behaviour in LMSs [33]. Moreover,
they facilitate the detection of groups of students according to the different behaviours
in the different learning objects (resources and activities). One of the most widely used
algorithms is k-means [33]. With an X-set and a distance measure d: X × X → R. The
output of the k-means algorithm is a set of centres C = {c1, c2, . . . , ck} which implicitly
define a set of clusters in which each point belongs to the cluster represented by the nearest
centroid, Φ = c(x) = argminc∈C, d(x, c); the aim is to find the C-set that minimises the sum
of the squared distances (see Equation (1)).

Σx∈X d(ΦC (x), x)2 (1)
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Figure 1. Heat map of weekly student monitoring in Moodle using UBUMonitor [35].

The problem that k-means is trying to solve is to find the groupings that minimise the
distance within each group, although this is an NP-hard problem. In practice, k-means is
very fast, but it often gets stuck in local minima, so it may be useful to repeat the execution
several times. A variant is the k-means ++ algorithm, which intelligently initialises the
centroids to accelerate the convergence of the algorithm [40]. Other clustering algorithms
are fuzzy k-means [22] and density-based spatial clustering of applications with noise
(DBSCAN). Fuzzy k-means also tries to minimise the same objective function described
on Equation (1), but in this case, the membership of an instance to a cluster is not strict,
but rather it is fuzzy; the membership of an instance to a cluster is a function that can take
values between 0 and 1. Both k-means ++ and fuzzy k-means require setting the number of
clusters a priori, which is admissible if there is good intuition about how many clusters are
present in the dataset, but otherwise it can be a problem. Furthermore, these methods also
assume that the clusters are globular, because the methods compute centroids and assign
each and every one of these instances to the nearest centroid, there being the possibility
of considering some instances which do not belong to a cluster. Density-based spatial
clustering of applications with noise (DBSCAN) is a data clustering algorithm proposed by
Ester et al. [39]. The algorithm assumes that the clusters are regions with a high density of
points. Unlike the previous algorithms, it does not assume that every point in the dataset
must necessarily belong to a cluster, and some examples can be classified as noise. In
DBSCAN, clusters do not need to be globular; although it is not necessary to establish
a correct number of clusters, it is needed to set an Epsilon parameter used to determine
which instances belong to a grouping or are on the contrary noise. Other advantages are
its stability—DBSCAN is stable across different runs—and its scalability, with it being an
algorithm capable of working with very large datasets.

Based on the above-mentioned research, the objectives of this study were:

1. Apply an external logs analysis tool in Moodle to detect students at risk over the
course of a semester in different phases (initial, intermediate, and final);

2. Detect in the sample, with an external log analysis tool in Moodle, the clusters in
different phases (initial, intermediate, and final) differentiating by type of algorithm
(k-means ++, fuzzy k-means, DBSCAN);

3. Check if there were differences in the clusters found depending on the type of algo-
rithm (k-means ++, fuzzy k-means, DBSCAN);

4. To check students’ satisfaction with the teaching process and the monitoring of learning.
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The research questions (RQ) related to the objectives are:

RQ1: There will be different activity clusters in the Moodle platform depending on the log
collection phases (initial, intermediate, and final);

RQ2: There will be differences in the groupings obtained in the clusters in the log collection
phases (initial, intermediate, and final) depending on the algorithm applied (k-means
++, fuzzy k-means, DBSCAN);

RQ3: There will be differences in the clustering obtained in the log collection phases (initial,
intermediate, and final) depending on the applied algorithm (k-means ++, fuzzy
k-means, DBSCAN) providing a better fit in the DBSCAN algorithm;

RQ4: Students will perceive the monitoring of their learning performed with the UBU-
Monitor application as reflected in high levels of satisfaction in the Questionnaire of
Student Opinion on Quality of Teaching (QSOQT).

2. Materials and Methods
2.1. Participants

Convenience sampling was used, which previously found the estimated sample size
over the total student population (n = 64) at a 90% confidence level, with a 3% precision and
a 5% ratio of 44, with an expected 10% loss ratio, with an adjusted sample of 49 students [40].
In this study, a sample of 49 students (41 females and 8 males) was used. Table 1 presents
the descriptive statistics of the sample with respect to the age variable and the gender
disaggregation.

Table 1. Characteristics of the sample.

n
(Students)

Students Gender

Women Men

n % Mage SDage n % Mage SDage

49 41 83.67 22.37 2.19 8 16.32 21.63 1.77

Note. Mage, mean age; SDage, standard deviation age; n, number of participants in each group; n (students), total number of participants.

2.2. Instruments
2.2.1. UBUMonitor Tool

UBUMonitor [35] is a desktop application executed on the client, implemented with
Java, and with a graphic interface developed in JavaFX. The application connects to the
selected Moodle server, through web services and the REST API provided by the server. In
the absence of web services to some specific data recovery, web scraping techniques are
additionally used. All communication between the Moodle server and the UBUMonitor
client is encrypted by HTTPS protocol for security reasons. As a result of these queries,
the data are obtained in JSON and CSV format and are processed and transformed in the
client into Java objects. For the visualisation of the collected data, the hybrid solution
of applying Java and embedding web pages with different graphic JavaScript libraries,
within the desktop application, is used. The data can be saved on the client to optimise
access times in subsequent queries and offline access to the data, using the serialisation
mechanism available in Java. The serialised files with the subject data are stored encrypted
with the Blowfish algorithm [41]. A diagram of the operation of the tool can be found in
Figure 2. This application is open source and free of charge and includes four modules:
(1) visualisation module (allows an analysis of the access frequencies in components, events,
sections, or course seen in Moodle) with options to analyse logs in different graphics
(boxplot, etc.). All the visualisation options allow the export in graphic format and in .csv
format, for the elaboration of reports and their subsequent analysis with other tools;
(2) the comparison module analyses the student logs in the components, events, sections or
course seen in Moodle, grades and completion of activities, giving information about the
frequencies from a visual comparison in ranking and in evolution analysis of the selected
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students); (3) risk of dropping out module (gives information by intervals (0–3 days,
3–7 days, 7–14 and more than 7 days) about students’ access to the subject and about access
to the Moodle platform; (4) clustering module allows finding the clusters from different
algorithms (k-means ++, fuzzy k-means, DBSCAN, MutiMeans++, etc.) and from different
distances (Euclidean, Manhattan, etc.) that are processed from two Java libraries [42,43].

Figure 2. Diagram of the operation of the UBUMonitor [35].

2.2.2. Teaching Methodology

A methodology based on SRL and PBL was used [44], and a continuous assessment
system that included 5 assessment procedures were implemented in the Moodle platform
(UBUVirtual). Teaching was carried out in the second half of the 2019–2020 academic year,
coinciding with the lockdown due to the state of alarm caused by COVID-19 decreed in
Spain on 14 March 2020.

2.2.3. Questionnaire of Student Opinion on Quality of Teaching—QSOQT—by Bol, Sáiz
and Pérez-Mateos (2012)

QSOQT [45] it is a survey based on the Student Evaluation of Educational Quality
(SEEQ)—Short version by Herbert Marsh [46]. This is an opinion survey that contains
11 closed questions measured on a Likert-type scale from 1 to 5 (total reliability of the
scale α = 0.92) distributed in the following clusters: student motivation (1 item) (α = 0.75),
subject materials (3 items) (α = 0.80), continuous assessment (2 items) (α = 0.80), student
perception of teacher motivation (3 items) (α = 0.77), student perception of coursework
(1 item) (α = 0.97), and overall satisfaction with teaching (1 item) (α = 0.92). This survey is
available in open access [47] and has been validated by obtaining an overall reliability index
of α = 0.92 and by the components student motivation α = 0.91, subject materials α = 0.91,
continuous assessment α = 0.91, student perception of teacher motivation α = 0.91, student
perception of coursework α = 0.93, and overall satisfaction with teaching α = 0.92. It also
includes two open questions: “Which of this teacher’s characteristics has been the most
important for your learning?” and “How do you consider that the teaching and assessment
has been adapted during the special situation period by the COVID-19?”

2.3. Procedure

Authorisation was obtained from the Bioethics Committee of the University of Burgos
(No. IR 30/2019). Student participation was voluntary and without financial compensation.
Written informed consent was obtained from all participants. Work was carried out during
the second semester of the academic year 2019–2020. The methodology applied was PBL
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and SRL [44] on a Moodle platform (UBUVirtual) with a continuous assessment procedure
throughout the development of the course [2]. The semester concentrated on a nine-week
duration and three follow-up measurements were carried out: an initial measurement (after
two weeks), an intermediate measurement (after four weeks), and a final measurement
(after eight weeks). The initial measurement was carried out after two weeks, because
during this period, the students were able to see resources and carry out activities. This
gives the teacher an indicator of whether there are any students who have not done so
as often as expected. A measurement was also taken in the fourth week, because this
would be the halfway point in the subject course and the teacher can check the evolution of
their students and whether the measures they have implemented in the case of students
in which problems were detected in the initial measurement have been useful and have
prevented non-participation. If not, other actions can be employed to achieve this aim.
Finally, the last measurement was carried out in the penultimate week of the course to
check the development of all the students in the LMS and to see whether the measures or
actions implemented in the initial and intermediate measurement have made it possible for
the students at risk to be incorporated at a satisfactory pace of interaction and achievement
of the academic competences. The UBUMonitor tool [35] was then used to monitor the
students in Moodle. The analyses described in Section 2.4 were then applied.

2.4. Statistical Analysis

A descriptive-correlational design was applied. In order to contrast the objectives,
frequency analysis (heat maps) and unsupervised learning techniques were applied (the
aim was to find out the groupings of students at three points in the teaching–learning
process (initial, intermediate, and final), in particular cluster analysis (k-means ++, fuzzy
k-means, DBSCAN); unsupervised learning techniques were applied because the aim was
to find out the groupings of students at three points in the teaching–learning process,
initial, intermediate, and final. Additionally, we have applied the Manhattan distance.
This is the distance between two points p and q as the sum of the absolute differences
between each dimension; this measure is less affected by outliers and is sturdier than the
Euclidean distance because it does not square the differences. Strictly speaking, k-means
using the Manhattan distance is not k-means because the centroids are no longer means.
Nevertheless, we still use that name. Several implementations of the k-means method
allow to use different distances and they do not change its name. Also, the Friedman Test
for k-dependent samples is applied to check whether the allocation differences between
the three clusters and goodness-of-fit indices to analyse the adjusted between different
clustering algorithms. In addition, we have included the adjusted Rand Index. The SPSS
v.24 [48] statistical package, AMOS v.24 [49], and the UBUMonitor monitoring tool (35)
that includes two Java clustering libraries [42,43] were used to perform the analyses. The
qualitative analysis of the QSOQT open-ended questions was performed using word cloud
and sentiment analysis with ATLAS.ti v.9 [50].

3. Results

To check the first objective, the UBUMonitor [35] tool was used to analyse the logs of
Moodle v.3.8 (UBUVirtual platform of the University of Burgos). The description of the
tool can be found in Section 2.2.1. The semester started on (3 February 2020) and the initial
measurement was made after two weeks (17 February 2020), the intermediate measurement
after four weeks (2 March 2020) and the final measurement after eight weeks (30 March
2020). The components Assignment, Feedback, File, File submissions, Folder, Glossary,
Quiz and URL were analysed. The formats chosen were boxplots (see Figure 3) and heat
maps (see Figure 4). In all the visual analyses, if the teacher was positioned at the top or at
the bottom, they could see the name of the student and detect the student at risk (outliers
at the bottom) or the student with high performance (outliers at the top). Additionally, a
frequency analysis could be performed on the heat hap to visually detect those students
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where the interaction had been marked in red. This tool allows, besides the visualisation of
the data, the export of them to a .csv file.

Figure 3. Boxplot of the weekly monitoring of students and detection of outliers in Moodle carried out with UBUMonitor [35].

Figure 4. Heat map of the weekly monitoring of students and detection of outliers in Moodle carried out with UBUMonitor [35].

In order to check the second and third objectives and RQ2 and RQ3, firstly, the clusters
were found with the three algorithms used (k-means ++, fuzzy k-means and DBSCAN) in
the three periods of initial measurement (see Figure 5), intermediate measurement (see
Figure 6), and final measurement (see Figure 7). These figures are the result of applying
a principal component analysis (PCA). DBSCAN’s plots show some grey points because
they are not assigned to any cluster. Only two components were used because the third
component only explained 0.04 more of the variance in the initial measurement, 0.02 in the
intermediate measurement, and 0.01 in the final measurement. It was also found that the
initial assessment explained 94.4% of the variance, the intermediate measurement 96.3%,
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and the final measurement 98.3%. Moreover, it should also be noted that graphs with three
components are more difficult to visualise.

Figure 5. Cluster analysis in the initial measurement (two weeks after the beginning of the semester) with the k-means ++,
fuzzy k-means, density-based spatial clustering of applications with noise (DBSCAN) algorithms.

Figure 6. Cluster analysis in the intermediate measurement (four weeks after the beginning of the semester) with the
k-means ++, fuzzy k-means, DBSCAN algorithms.

Figure 7. Cluster analysis in the final measurement (eight weeks after the beginning of the semester) with the k-means ++,
fuzzy k-means, DBSCAN algorithms.

The adjusted Rand Index was applied; the result is a measure of how similar two
clusterings for the same data are. An adjusted Rand index has a value between −1 and 1,
with 1 indicating that the two data clusterings agree exactly on every pair of points, and
0 is the expected value for randomly created clusters. DBSCAN does not always assign
a cluster to an instance; therefore, for this calculation, it has been considered that all the
instances labelled as noise are assigned to an additional cluster. The most similar clusters
according to the metric are k-means ++ (with the final dataset) and fuzzy k-means (also
with the final data set). Usually, adjusted Rand index is used when the correct clusters are
known, comparing them with the clusters obtained by some method. In our case, we are in
a truly unsupervised setting, and the correct clusters are unknown. Hence, the adjusted
Rand index has been used to compare the clustering obtained with different methods
and/or moments. In Table 2 is presented the matrix of adjusted Rand index, the colours
indicating the degree of relationship; blue represents a low relationship (interval 0–>0.20),
orange represents an intermediate relationship (interval 0.20–>0.50), and green represents
a high relationship (interval < 0.50–1).
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Table 2. Adjusted Rand index matrix.

1 2 3 4 5 6 7 8 9
1 1 0.14 0.30 0.45 0.14 0.22 0.008 −0.13 −0.02
2 0.14 1 0.17 0.09 0.34 0.12 −0.05 −0.18 0.02
3 0.30 0.17 1 0.09 0.03 0.62 −0.04 −0.12 −0.03
4 0.45 0.09 0.09 1 0.14 0.13 0.28 −0.09 −0.03
5 0.14 0.34 0.03 0.14 1 0.09 0.02 −0.06 0.02
6 0.22 0.12 0.62 0.13 0.09 1 −0.04 −0.11 0.05
7 0.008 −0.05 −0.04 0.28 0.02 −0.04 1 −0.03 0.11
8 −0.13 −0.18 −0.12 −0.09 −0.06 −0.11 −0.03 1 0.04
9 −0.02 0.02 −0.03 −0.03 0.02 0.05 0.11 0.04 1

Note. 1 = k-means ++ Initial; 2 = k-means ++ Intermediate; 3 = k-means ++ Final; 4 = fuzzy k-means Initial; 5 = fuzzy k-means Intermediate;
6 = fuzzy k-means Final; 7 = DBSCAN Initial; 8 =DBSCAN Intermediate; 9 = DBSCAN Final.

In addition, a goodness-of-fit index was then applied [51]. No perfect fit was found
in any of the algorithms, although the DBSCAN algorithm was the best fit in the Akaike
information criterion (AIC) and parsimony index (ECVI) indicators (see Table 3). In order
to check whether the allocation differences between the three clusters were significant,
the Friedman test for k-dependent samples was applied. No significant differences were
observed between the three algorithms in the three measurements (see Table 4).

Table 3. Goodness-of-fit indexes of the k-means ++, fuzzy k-means and DBSCAN algorithms.

Goodness-of-Fit Index k-Means ++ Fuzzy k-Means DBSCAN Accepted Value

df 24 24 24
χ2 102.47 * 96.750 * 91.588 * * p > 0.05 α = 0.05

RMSEA 0.261 0.251 0.242 >0.05–0.08
RMSEA Interval (90%) 0.210–0.341 0.200–0.305 0.191–0.296

SRMR 0.196 0.205 0.00 >0.05–0.08
TLI 0.704 0.628 0.704 0.85–0.90<
IFC 0.803 0.752 0.803 0.95–0.97<
AIC 162.47 156.750 151.588 The lowest value

ECVI 3.385 3.266 3.158 The lowest value
ECVI interval (90%) 2.810–4.117 2.712–3.977 2.624–3.850 The lowest value

Note. * p < 0.05; df, degrees of freedom; χ2, Chi-squared; RMSEA, root-mean-square error of approximation; SRMR, standardised root-mean-
square residual; TLI, Tucker–Lewis index; CFI, comparative fit index; AIC, Akaike information criterion; ECVI, parsimony index.

Table 4. Analysis of the differences with the Friedman test for k-dependent samples between the results of grouping
students in the three clusters in the initial, intermediate, and final measurements.

Cluster Measurement Mean SD Max Min MRange χ2 gl p

Initial
k-means ++ 13.00 13.46 2 28 1.83 0.55 2 0.76

Fuzzy k-means 9.45 9 27 2.33
DBSCAN 12.67 17.62 2 33 1.83

Intermediate
k-means ++ 16.33 17.21 4 36 2.17 0.55 2 0.76

Fuzzy k-means 16.33 15.70 4 34 2.17
DBSCAN 14.67 21.08 2 39 1.67

Final
k-means ++ 16.33 23.18 1 43 2.33 2.00 2 0.37

Fuzzy k-means 16.33 11.06 6 28 2.33
DBSCAN 13.33 21.39 0 38 1.33

Note. p < 0.05; Initial measurement (after two weeks); Intermediate measurement (after four weeks), Final measurement (after eight weeks);
SD, standard deviation; χ2, Chi-squared; Max, maximum; Min, minimum; MRange, mean range.
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In summary, the behaviour of the students on the platform depending on the analysis
period (initial, intermediate, and final) was different and a higher activity was detected in
the initial period and in the intermediate period, falling in the final measurement period
(see Figure 8).

Figure 8. Graph of the evolution of the risk of abandonment (not access to the LMS) over the semester and analysed by
week using the UBUMonitor tool [35].

This evaluation is sensible because the course uses the PBL methodology, and the
initial and medium period is where students should have a greater interaction with the
resources of the LMS; in the final period, the students are preparing the presentation of the
project and the interaction in the platform is less.

Regarding the fourth objective and RQ4, it was found in QSOQT [45] that there was an
average general satisfaction of 4.56 out of 5 (SD = 0.63), and disaggregated by components
it was 4.38 out of 5 (SD = 0.62); 4.58 out of 5 (SD = 0.58) in subject materials; 4.38 out of 5
(SD = 0.72) in continuous assessment; 4.77 out of 5 (SD = 0.40) in student perception of
teacher motivation; and 3.76 out of 5 (SD = 0.75) in the student perception of coursework.
Student satisfaction with the subject was higher by an interval of 0.5–1.5 points above
the average for the other subjects. On the other hand, the comments to the first and
second open question were analysed with the qualitative analysis tool ATLAS.ti 9, for
which a word cloud analysis (see Figure 9) and a sentiment analysis on a categorisation of
positive negative and neutral feelings in each of the statements (see Figure 10) were carried
out. These were found to have 25 frequencies (1 in negative categorisation, 5 in neutral
categorisation, and 19 in positive categorisation).
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Figure 9. Word clouds on the answers to questions 1 (a) and 2 (b) in the QSOQT [45].

Figure 10. Sentimental analysis of answers to questions 1 and 2 in the QSOQT [45].

4. Discussion

The society of the 21st century is constantly developing, with technological advances
occurring continuously and at great speed. The educational environment is one of the
areas in which these technological advances have a great applicability, for which it is
necessary to make changes in the methodology and teaching resources. An essential point,
especially in Higher Education, is the way in which the teaching–learning process takes
place. This process is increasingly taking place within LMSs, be it F2F teaching, blended
learning, or e-learning. Therefore, teachers need tools to help them in their educational
work, which must go beyond the transmission of knowledge, and in the monitoring of their
students’ learning processes. This monitoring, which in the past could be done through
classroom observation, now requires the use of technological tools. This situation has
become even more relevant and pressing due to the COVID-19 health crisis. Consequently,
it can be concluded that it is important for LMSs to incorporate simple and easy-to-use
student learning process monitoring systems for teachers in LMS teaching environments.
In addition, these systems need to provide enough information for the early detection
of students at risk. Such detection is the only possibility to prevent academic failure
because it allows the teacher to offer personalised learning to the student. To this end,
LMSs need to incorporate EDM and artificial intelligence techniques that facilitate accurate
analysis and the visualisation of results. This will ensure that teachers can use these
systems and interpret the results in order to make better decisions. Furthermore, it should
not be forgotten that in addition to the need to incorporate simple, accurate and highly
usable monitoring systems in the LMS, it is also important to ensure that the results of
the LMS can be used by the teacher to make better decisions. Specifically, in this study,
we have applied the UBUMonitor tool, which proved to be a very useful instrument for
the detection of students at risk in the marked analysis periods (initial, intermediate, and
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final). The visualisation of the students’ behaviours in the chosen components with the
boxplot item and heat map graphics allowed the visualisation of the students that were at
the extremes (above and below) in the different components used in the Moodle platform.
This made it easier for the teacher to provide personalised tutoring to avoid early dropouts.
Additionally, the clustering module of UBUMonitor made it possible to obtain the clusters
with different algorithms. In this study the algorithms k-means ++, fuzzy k-means, and
DBSCAN were used in the three analysis periods (initial, intermediate, and final). This
functionality allowed the teacher to quickly analyse the grouping of students in different
monitoring periods. In this work, different assignments were found between the three
algorithms; these were not significant, although the best fit values were found with the
DBSCAN algorithm [39].

5. Conclusions

In short, teaching in Higher Education is increasingly being done in blended learning
or e-learning modes in LMSs (e.g., Moodle). This fact has been accelerated in the current
health crisis caused by COVID-19, and LMSs are a way that enable the continuity of
teaching in safe environments. For this reason, teachers need easy-to-use tools that help
them to monitor the learning process and detect students at risk from an early stage. This
detection enables teachers to offer personalised teaching through the aids that each student
needs at each moment of the semester. In this study, the monitoring of students and
personalised intervention has led to low drop-out rates (7%) and high student satisfaction
with the teaching–learning process (4.56 out of 5). However, this research has the limitations
of being a case study (application of the UBUMonitor tool to teaching in a specific subject).
Nevertheless, its objective was to demonstrate a free access tool for the detection of students
at risk and the prevention of early drop-out.

On the other hand, in this study, no significant differences in the fit between the three
algorithms applied were found, although DBSCAN presented parameters closer to the
correct fit, as pointed out in the studies by Ilieva and Yankova [22] and Arthur and Vassil-
vitskii [39]. However, when applying an unsupervised method, clustering, we do not know
the perfect cluster. However, this aspect will be tested in further research with larger and
more heterogeneous samples of students. These are the challenges that educational leaders
and teachers at university level face in 21st century society, and to address them more re-
search and funding is needed both in the improvement of LMS tools from the incorporation
of student tracking modules that include artificial intelligence and data mining and the
improvement of teacher training in active methodologies, SRL and continuous assessment
systems within the LMS. In summary, it can be concluded that effective teaching in the 21st
century society requires different technological and training resources that must go hand
in hand in order to achieve a successful teaching–learning process.

6. Patents

Marticorena Sánchez, R., Peng Ji, Y., y Pardo Aguilar, C. (2019). UBUMonitor-
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