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Abstract: Although customization plays a significant role in the provision of software as a service
(SaaS), delivering a customizable SaaS application that reflects the tenant’s specific requirements
with acceptable level of quality is a challenge. Drawing on a pr-developed software customization
model for SaaS quality, two fundamental objectives of this study were to determine whether different
software customization approaches have direct impacts on SaaS quality, and also to assess the
construct reliability and construct validity of the model. A questionnaire-based survey was used to
collect data from 244 software professionals with experience in SaaS development. Structural equation
modeling was employed to test the construct reliability, construct validity, and research hypotheses.
The measurement model assessment suggested that the six-construct model with 39 items exhibited
good construct reliability and construct validity. The findings of the structural model assessment
show that all customization approaches other than the integration approach significantly influence
the quality of SaaS applications. The findings also indicate that both configuration and composition
approaches have positive impacts on SaaS quality, while the impacts of the other approaches are
negative. The empirical assessment and evaluation of this model, which features a rich set of
information, provides considerable benefits to both researchers and practitioners.

Keywords: customization approaches; empirical investigation; quality attributes; software as a
service; structural equation modeling

1. Introduction

Customization plays a crucial part in the rendering of software as a service (SaaS) to
various tenants [1–3], as the interface, business logic, and data are highly likely to vary
for every tenant [4]. Thus, customization could engender performance threats which
should be taken into account by the SaaS hosts [5]. Furthermore, all elements of a SaaS
application (such as the design elements of the GUI, business practices, and databases) are
impacted by tenant-oriented customization [6]. As such, a customizable SaaS application
should consider the customization of all components of the SaaS application, including, for
example, those with cross-layer relationships [5]. Additional consideration should be given
to the likelihood that the software source code modifications necessary for customization
will be rendered more and more complicated [1,7,8] by the necessity to separately preserve
the customization code of every tenant [8].

Moreover, a tenant’s requirement changes usually surface after the development of
applications and services; hence, the run-time specific customization pertinent to a tenant
should be provided during the same application instance [1,7,9,10], and it should not
impact tenant isolation and application availability [7,10]. Usually, SaaS applications do
not possess extensibility comparable to that of licensed software products [11].

Finer control towards customization would decrease application maintenance ef-
forts [12,13], where certain maintenance jobs can be offloaded to the tenant-side (client-side).
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Nevertheless, extensive customization increases the regular maintenance requirements of
any SaaS application, and this may increase scalability-related and cost-efficiency-related
risks [1,10]. Generally, the small investment made at the beginning and the monthly usage
charges obtained from the tenants are insufficient to account for the total expenditure
accrued by complex customization. Hence, SaaS vendors must remain vigilant to ensure
they understand their customization expertise [12,14] and gauge any customization’s effect
on the essential features of SaaS [1,7,15,16]. These aspects must be accounted for before
introducing customization requirements within a SaaS application.

Previously-conducted research offers little information regarding the impact of soft-
ware customization on SaaS quality [17]. Before investigating this impact, it is crucial to
take note of the category of customization. This enables determination of the consequences
and risks associated with a specific change [18], where, regardless of the type of customiza-
tion, there is a chance that software product quality could be affected [19,20]. For example,
providing support for new requirements that are not yet covered by the SaaS application
can have an effect on the software architecture [1], resulting in decreased quality of the
application [21]. In the case that these new requirements are identical to requirements
already provided for other tenants, it is important to update the predefined configuration
options of the tenant every time a tenant’s requirements change [1]. Such changes lead to
ever-growing complexity, and under these circumstances, quality is likely to decline as the
application grows [21,22].

The specified obstacles to and shortfalls concerning SaaS customization have already
provided the necessary motivation for researchers to formulate an initial software cus-
tomization model for SaaS quality based on academic-related literature [23] and opinions
of academic-related experts [24]. The model comprises (1) generic approaches used for soft-
ware customization along with a set of common practices pertaining to every customization
approach in the context of multi-tenant SaaS, and (2) essential quality attributes concerning
SaaS customization. However, the empirical evidence on the association between software
customization and SaaS quality has not been reported in the model. Accordingly, the
twofold intention of this study is to assess the reliability and validity of developed model
in conjunction with industry experts and related professionals, and to employ empirical
analysis to assess how different software customization approaches influence the quality
of SaaS application.

The output of this study makes a contribution to the body of knowledge for software
engineering and information systems in two ways. First, It provides a better understanding
of the potential impact of different customization types on SaaS quality. Prior to any
decisions about customizing a SaaS application, understanding customization’s impact
on the quality of SaaS will mitigate the risk of reduced quality. Second, the empirical
assessment and evaluation of this model from the perspectives of software professionals ,
which features a rich set of information (e.g., customization types, quality attributes, and
potential impacts), can be used as useful guidelines or references for both researchers and
practitioners working on SaaS customization.

2. Related Literature

A brief review of the literature pertinent to software and SaaS customization, followed
by that pertinent to software and SaaS quality, is presented in this section. It then presents
empirical studies related to this study.

2.1. Software Customizations

In contemporary software engineering, the field of customization is the focus of
significant research interest, growing every time new software types emerge. Software
customization is defined as the process of tailoring and delivering software corresponding
to customers’ needs and companies’ processes [20,25,26]. Though several proposals address
the issue of classifying distinct software customization approaches, only some are suitably
generic that they can be applied to any software system. For example, Gilmore and Pine [27]
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have defined four approaches to software customization, namely: collaborative, adaptive,
cosmetic, and transparent.

In the domain of Enterprise Resource Planning (ERP) systems, some researchers
have proposed generic approaches for software customization [28–34]. Davenport [28]
postulates that customization is just a choice, the configuration of modules and tables.
Brehm et al. [29] present a rough classification of software customization approaches,
specifically: configuration, bolt-ons, screen masks, extended reporting, workflow pro-
gramming, user exits, ERP programming, interface development, and code modification.
The Brehm classification is further modified by Rothenberger and Srite [30], who group cus-
tomization options into three areas: configuration/selection, bolt-ons, and system change.
Luo and Strong [31] summarize customization into three approaches: selection of mod-
ules, table configuration, and code modification. Haines [32] suggests three customization
options, specifically configuration, extension (user exit), and modification.

The software customization approaches specified above were not discussed in the SaaS
or cloud context. Only a few studies have attempted to devise classes for generic software
customization pertaining to the SaaS multi-tenant scenario. For instance, Tsai and Sun [35]
described three customization aspects: source code, configuration, and composition. De-
pending on the location of the execution or hosting of the customizations, Muller et al. [36],
in their study, describe three varieties of customization pertaining to multi-tenant SaaS
software: desktop integration, customization of the user-interface, and the backend. Addi-
tionally, Kabbedijk and Jansen [37] specified the varieties of customization in the tenant base.
Customization was described using segment variability and tenant-oriented variability.

Although these are generic customization approaches, they are somewhat problematic
due to conflicts; either the existence of approaches with the same name and different
meaning(s), or approaches with different names but the same meaning(s). Accordingly,
this study used the categorization of software customization approaches presented in
Ali et al. [23], which appears to provide the most holistic categorization of customization
options, resolving conflicts and redundancies in terms and meanings, and then been
validated by Ali et al. [24]. Table 1 gives a brief overview of these approaches used in
this study.

Table 1. Overview of customization approaches used in this study (based on [23,24]).

Approach Description

Configuration Techniques and solutions that offer a predefined setting for the alteration of application
functions within the pre-defined scope.

Composition Techniques and solutions that bring together a distinct collection of pre-defined application
components that jointly amount to a custom solution.

Extension Techniques and solutions that expand the functionality of the application by inserting the
custom code at pre-defined places in the application’s code.

Integration Techniques and solutions that implement third-party components designed to work with
the application.

Modification Techniques and solutions that alter the application design and other functional requirements
of the application by means of alterations implemented to the source code.

2.2. Software Quality

According to the ISO/IEC 9126 standard [38], software product quality can be defined
as, “The totality of characteristics of an entity that bear on its ability to satisfy stated and
implied needs.” The assessment of software quality (SQ) is intended to ascertain whether
the required level of quality has been reached [39], and this evaluation plays a crucial role
in the discipline of software engineering. Numerous SQ models and standards have been
proposed for the improvement of SQ, including those proposed by McCall [40], Boehm [41],
Dromey [42], and the ISO/IEC 25010 standard [38].
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Although these quality models considered the most used model in software engineer-
ing, none of them account for certain quality attributes used specifically in SaaS contexts
like multitenancy [43,44]. This gap provided the impetus for the transformation of SaaS
quality models. Hence, several studies have paid due attention to recognizing and defining
the quality models necessary for a SaaS application. For example, Khanjani et al. [44]
suggest a set of 33 quality attributes and provided definitions for those quality attributes
from a SaaS perspective. La and Kim [43] propose a detailed quality model to evaluate SaaS
quality. Using ISO/IEC 9126, the authors determined characteristics, quality attributes, and
established metrics required to gauge SaaS quality level. A structured process is suggested
by [45] to produce high-quality SaaS software by taking into consideration the primary
SaaS design criteria.

Albeit such studies, along with those of others (e.g., [46–48]), centered their attention
on SaaS software quality models, and specified customizability as only one of the quality
aspects relevant to SaaS application, they focused on SaaS quality from customization per-
spectives. An investigation on which quality attributes of SaaS applications are associated
with software customization showed that previous studies on customization solutions for
SaaS application, focused mainly on the following quality attributes: multi-tenancy, secu-
rity, functionality, scalability, availability, efficiency, commonality, accessibility, usability,
maintainability, interoperability, reliability, and response time [23]. In fact, according to
further investigation [24], it was revealed that these attributes best represent the key quality
attributes of SaaS applications that might be impacted by software customization.

2.3. Related Empirical Studies

There are many empirical studies that provided empirical evidence on the impact
of customization over SaaS adoption in the context of SMEs [49–52]. For example, a
cross-sectional field study conducted by [49] revealed that there are convincing grounds
for software vendors to perform customizations to SaaS ERP systems. However, these
studies did not provide any empirical evidence on the impact of software customization
on software quality. Therefore, an extensive search in SpringerLink, IEEE Xplore, Sci-
enceDirect, ACM, and Google Scholar digital libraries was conducted [17]. Though the
primary objective of extensive search was not restricted to any type of software product,
the overwhelming majority of the related-empirical studies were executed on Enterprise
Resource Planning (ERP) software (e.g., [19,20,53,54]).

Some statistical techniques were used to empirically investigate the relationship be-
tween software customization and software quality. For example, the results of the ordinary
least square regression analysis showed that database and source code customization sig-
nificantly influence the ERP quality, whereas the module customization does not [19].
A correlation analysis found that there was a strong negative relationship between ERP
efficiency and customization [20]. Conversely, software customization did not a significant
impact on ERP usability [54]. It should be noted that the results given by some these studies
referred to the customization effect without specifying the type of customization [20,54].

Nevertheless, such studies provide empirical insight into the effect of software cus-
tomization on software quality, there has been no evidence specifically addressing the
effect of customization on SaaS quality, where more attention is being given to customiza-
tion. Furthermore, all of these studies had subjectively assessed the effect of software
customization on the quality attributes which supports the fact that most software quality
attributes are conceptually subjective and are experienced by users when the system is in
operation [55–57].
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3. Research Model and Hypotheses

The initial development of a software customization model for SaaS quality was per-
formed using systematic mapping [23]. Then, the model was refined iteratively based on
the results of two rounds of content validity determination using SaaS expertise derived
from academia, and internal consistency reliability testing conducted with software en-
gineering researchers [24]. Drawing on Ali et al. [24], the model consists of 6 constructs
and 44 items. These 6 constructs and their associated items are: (1) configuration (8 items),
(2) composition (4 items), (3) extension (6 items), (4) integration (8 items), (5) modification
(5 items), and (6) SaaS quality (13 Items). A detailed description of model used in this study
can be found in the Supplementary Materials.

At the same time, there is a dearth of empirical evidence about the impact of software
customization specifically on SaaS quality; thus, the research hypotheses were formulated
based on (1) the literature review presented in this study, (2) the results of pre-conducted
systematic mapping study [23], which showed the importance of considering SaaS quality
when proposing customization solutions, and (3) reviews and studies on other software-
related areas such as software changes. In this study, customization is conceptualized as
changes made to SaaS application in order to address specific tenant requirements. Thus,
customization could be considered by selection within predefined settings (configuration),
combining application components (composition), inserting custom code (extension), im-
plementing third-party components (integration), or alteration of the source code of the
application (modification).

Taking into account the fact that tenant requirements evolve, often after the develop-
ment of applications and services, run-time customization capability must be provided
for the tenant [1,9,10]. Moreover, customization capability must address the challenge
of changing user requirements by facilitating ongoing updates of software to meet and
satisfy user requirements over a system’s lifetime [21,22]. Software customization caters
explicitly to the propensity of the tenants’ base to evolve to higher sophistication levels
which demand powerful features to fulfil their requirements.

Conversely, it is found that most changes are requested to enhance the quality and
functionality of systems [19,21,58]. For instance, the database customization has a positive
impact on the software functionality, whereas the source code customization has a positive
impact on the usability and maintainability [19]. Generally, any customization is expected
to affect the quality of any software product [19]. Accordingly, two-tailed hypotheses have
been formulated as follows:

Hypothesis 1 (H1). Software configuration significantly influences the quality of SaaS application.

Hypothesis 2 (H2). Software composition significantly influences the quality of SaaS application.

Hypothesis 3 (H3). Software extension significantly influences the quality of SaaS application.

Hypothesis 4 (H4). Software integration significantly influences the quality of SaaS application.

Hypothesis 5 (H5). Software modification significantly influences the quality of SaaS application.

Based on the literature review and the facts discussed above, and the findings of our
pr-conducted studies [23,24], a research model was developed, depicted in Figure 1.
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Figure 1. Research model.

4. Methodology

Our methodology includes sampling and data collection, Instrument development,
and data analysis. This section details the methods and analysis used to achieve the
objectives of this study.

4.1. Sample and Data Collection

As no data was available for the population of SaaS-specialized software engineers
within the cost and time parameters of the study, a population of other SaaS implementation
team members (SaaS providers, developers, and operators) was chosen using the purposive
method for sampling. In this method, researchers focus on respondents who are interested
in the topic under investigation [59]. Therefore, in this research, software and cloud
professionals who have been involved in any step of the SaaS development life cycle (e.g.,
requirements analysis, design, development, testing, maintenance, and support) were
selected as respondents.

An online questionnaire was designed to gather survey data, using a Google form
for ease of response. The professional network LinkedIn was selected as the best medium
to recruit software engineering and cloud computing professionals to participate in the
survey [60]. Recruitment was achieved in two ways, a general announcement calling for
participation, and direct messaging of selected individuals. Specifically, the survey was
announced in many related professional groups, and more than 2000 selected individuals
were contacted directly via LinkedIn Messaging. In addition to the online questionnaire,
manual data collection was also conducted by distributing questionnaires to potential
respondents at software companies in Malaysia. Specifically, the survey was distributed
at Technology Park Malaysia, CyberJaya, and the Malaysian Technology Development
Corporation (UPM-MTDC) where most software companies are located. Moreover, the
survey was manually distributed in some events, to individuals with similar interests,
organized by meetup groups (meetup.com (accessed on 21 February 2021) is a platform
used to connect people with similar interests) in Malaysia (e.g., Google Cloud, DevOps
Malaysia, and the Elastic Kuala Lumpur User Group).

A total of 251 questionnaires were returned (161 were from the online survey and the
remaining from the portion distributed by hand), of which 7 were spoilt (respondents did
not complete the survey), leaving 244 for the analysis. A summary of the demographic
characteristics of the 244 respondents is provided in Table 2. As the present study made
use of the Structural Equation Modeling (SEM) with analysis of Moment Structure (AMOS
V. 24) technique, the collected data considered an appropriate sample size for SEM in order
to achieve reliable and valid analysis results [61–63].

meetup.com
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Table 2. Demographic profiles of the respondents (n = 244).

Demographic Variable Category Frequency (n) Percentage (%)

Gender
Male 197 80.7
Female 47 19.3

Age
21–30 113 46.3
31–40 97 39.8
Over 40 34 13.9

Job Title

Software engineer 92 37.7
Software developer/programmer 62 25.4
Software quality engineer/Software Tester 22 9
Software Consultant 26 10.7
Others 42 17.2

Years of experience
1–2 44 18
3–4 45 18.4
>4 155 63.5

Company Level
Multinational company 159 65.2
National company 79 32.4
Don’t know 6 2.5

Involvement in SaaS development
Yes 217 88.9
No 0 0
Somewhat 27 11.1

SaaS application

Customer-Relationship Management (CRM) 77 31.6
Enterprise Resource Planning (ERP) 47 19.3
Document Management System (DMS) 34 13.9
Other 27 11.1
Many 59 24.2

4.2. Instrument Development

This study adopted instruments that were developed based on the results of a system-
atic mapping study [23] and iterative validity study [24]. All reflective constructs in this
study use multi-items measured using 5-point Likert scales anchored at 1 for “strongly
disagree” to 5 for “strongly agree”. The instrument was pilot tested by submitting it to
an internal consistency reliability test conducted by software-engineer researchers from 4
Malaysian universities [24]. A summary of survey measurement items used in this study
are given in the Supplementary Materials.

4.3. Measurement Model Assessment

Confirmatory Factor Analysis (CFA) was used to examine the reliability and validity
of the measurement model, however, determining outliers, checking for normality, and
testing model fit should be considered before.

4.3.1. Outliers

The Mahalanobis distance is a widely known measure for pinpointing outliers in a
multivariate data set [64]. Potential outliers can be detected by checking for high Maha-
lanobis distance, where both p1 and p2 are zero. Although outlier removal was performed
accordingly for 14 cases, the omission of these outliers had non-significant influence on
the SEM results. On this basis, further analyses in the study were conducted with the
outliers included.

4.3.2. Normality

Data normality testing was used to examine the sample distribution shape. According
to [65], skewness should be within the range −2 to +2, and kurtosis should range from −7
to +7 [66]. The value of Skewness and Kurtosis higher than 3 and 10 respectively indicating
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a problem [67]. Following the establishment of normal data distribution, where all items
fell below the threshold point, inferential statistical tests were conducted.

4.3.3. Model Fit Criteria

In accordance with Hair et al. [63], at least one fitness index from each category
(absolute, incremental, and parsimonious) of model fit indices has to be met. As literature
stresses the importance of selecting fit indices unaffected by sample size [68,69], three
such indices were selected for use in this study [69]: (1) Chi-Square/df (CMIN/DF) < 3.0,
(2) comparative fit index (CFI) > 0.90, and (3) root mean square error of approximation
(RMSEA) < 0.08.

In addition to the fitness indices, the threshold for item factor loading must be satisfied.
In this study, items with factor loadings below 0.50 or greater than 1.0, and those with a
negative value, were deleted. If all items meet these criteria but the fitness index is not
satisfied, items associated with highest modification index were sought [70,71]. It was
possible to either delete one of the factor loadings, or constrain both factor loadings [72,73].
The deletion process was preferred to improve construct definition with respect to the
high factor loadings and uncorrelated items [73]. If the items in one of the construct are
consistently below the three items, the researcher can apply an alternative process, the
constraint procedure [73,74]. Figure 2 summarizes the steps for evaluating the model fit in
this study.

Figure 2. Model fit evaluation steps in this study.

4.3.4. Construct Reliability

As this study employs SEM, which prioritizes the indicators based on the individ-
ual indicator’s loadings, composite reliability (CR) was more appropriate measure than
Cronbach’s Alpha [75]. An a-value above 0.7 indicates high internal consistency reliabil-
ity [76,77]. In addition, any a-value above 0.70 is considered reliable and acceptable [78].
Thus, the construct reliability for each construct calculated as shown in Formula (1) [63]:

CR =
∑ λ2

∑ λ2 + ∑ δ
(1)

where ∑ λ2 is the total of all squared standardized factor loadings and ∑ δ represents the
total of the measurement error.

4.3.5. Convergent Validity

Convergent validity refers to a set of indicators that presume to measure a construct [67].
Two values, average variance extracted (AVE) and CR are commonly used to assess the
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convergent validity of the research instrument [79]. AVE, the average amount of the
squared standardized factor loadings, is calculated using Formula (2) [63]:

AVE =
∑ λ2

n
(2)

where ∑ λ2s is the total of all squared standardized factor loadings and n represents the
number of items. Values greater than 0.5 are acceptable and show how well latent variables
have convergent validity. Overall, convergent validity is considered to exist if AVE for each
individual construct is greater than 0.5 and CR is higher than 0.7 [63].

4.3.6. Discriminant Validity

Discriminant validity refers to the extent to which a construct is truly distinct from
other constructs [63]. To assess the construct discriminant validity, two common criteria,
AVE analysis and the correlation coefficient are applied as follows: (1) the square root of
AVE for each construct should be greater than the correlations of the construct with any
of the other constructs [79], and (2) for the correlation coefficient, discriminate validity
is satisfied if the correlation coefficient for any two constructs is less than 0.90 [63,79]. It
is worth noting that the second criteria can be used to check whether multicollinearity
among variables or constructs is said to exist [70,79]. Therefore, confirming the discriminate
validity of a model remedies the multicollinearity problem as well.

4.4. Structural Model Assessment

A slope test is performed to determine the individual impact of an exogenous variable
on the endogenous variable. The p-value and the critical ratio (C.R.) should be less than
0.05 and more than 1.96, respectively, to establish that the exogenous variables have a
significance effect on the endogenous variables [63].

The coefficient of determination (R2) is considered to represents the variance in the
dependents, as explained by the predictor variables. R2 values be classified such that
values above 0.67 are considered high, values in the range 0.33 to 0.67 are considered
moderate, values in the range 0.19 to 0.33 are considered weak, and any value less than
0.19 is deemed unacceptable [80].

5. Analyses and Results

This section presents and details the findings and the results of the analysis of this
study. The results of the measurement model assessment and structural model assessment
are presented in the following subsections.

5.1. Results of Measurement Model Assessment

Two main procedures were utilized as a part of the CFA to test the measurement
model. The first approach is testing model fit criteria and second, assessing the reliability
and validity of the model.

5.1.1. Model Fit Criteria

The fulfillment of at least one fitness index from absolute, incremental, and parsi-
monious fit categories and factor loading of more than 0.5 were applied to test overall
measurement model fit. The model evaluation revealed that the measurement model with
Relative Chi-Sq (≤3) = 1.975; CFI (≥0.9) = 0.867; RMSEA (≤0.08) = 0.063 did not meet the
model fit requirements, because none of the Incremental fit indices met the requirements.
Moreover, all factor loadings were more than 0.5 except for Ext6 (factor loading = 0.07),
Int8 (factor loading = 0.36), and Con5 (factor loading = 0.37).

Accordingly, the deletion should be made on Ext6, Int8, and Con5, respectively.
After each deletion, we ran a new measurement model. It revealed that the modified
measurement model; with Relative Chi-Sq (≤3) = 1.972; CFI (≥0.9) = 0.883; RMSEA (≤0.08)
= 0.063, still did not meet the model fit requirements. As all factor loadings exceed 0.5, we
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look for items associated with highest modification index. Items Ext3 (occurring 10 times)
and Ext4 (occurring 11 times) show the highest MI (29.766). The occurrence for item Ext4
is the highest; thus, we delete item Ext4. The results of this step showed the modified
measurement model with some improvement on fit indices (Chi-Sq (≤3) = 1.878; CFI (≥0.9)
= 0.896; RMSEA (≤0.08) = 0.063) but still does not meet the model fit requirements.

Consequently, a second round of modification index checks is conducted. Items QA10
(occurring 8 times) and QA 11 (occurring 11 times) show the highest MI (27.136). The
occurrence for item QA11 is the highest; thus, we delete item QA11. As a result, the
respective measurement model fit to the data showed improvement where Relative Chi-Sq
(≤3) = 1.814; CFI (≥0.9) = 0.905; IFI (≥0.9) = 0.906; RMSEA (≤0.08) = 0.058. These results
of the model fit indices and factor loadings indicate that the model fits well, meeting all the
required criteria. Figures present all rounds of measurement model modifications through
CFA are available in the Supplementary Materials.

5.1.2. Construct Reliability

The construct reliability (CR) of each construct, calculated based on formula 1, should
be greater than 0.7 to confirm the construct reliability. In this study, the CR was found
to range from 0.803 to 0.942, as summarized in Table 3. The computed values of CR
for the configuration (n = 7), composition (n = 4), extension (n = 4), integration (n = 7),
modification (n = 5), and SaaS quality (n = 12) constructs were 0.892, 0.806, 0.839, 0.904,
0.929, and 0.937, respectively. Overall, the CR values for all six constructs were greater than
0.7 and subsequently all these constructs may be considered reliable.

5.1.3. Convergent Validity

AVE and CR are used to calculate construct convergent validity. AVE is calculated
using formula 2. The AVE results were found to range from 0.506 to 0.564 as summarized
in Table 3. The computed values of AVE for the configuration (CR = 0.892), composition
(CR = 0.806), extension (CR = 0.839), integration (CR = 0.904), modification (CR = 0.929),
and SaaS quality (CR = 0.937) constructs were 0.547, 0.512, 0.578, 0.578, 0.724, and 0.555,
respectively. The AVE results and the CR of each show that all the AVE values are above
the minimum cut-off point (>0.5). Moreover, all constructs meet the criteria of CR > AVE,
indicating the construct convergent validity.

Table 3. Factor loading, composite reliability (CR), average variance extracted (AVE), and model fit indices’ statistics.

Construct Item Factor Loading CR AVE Construct Item Factor Loading CR AVE

SaaS Quality

QA 1 0.75

0.937 0.555

Integration

Int 1 0.64

0.904 0.578

QA 2 0.77 Int 2 0.90
QA 3 0.69 Int 3 0.86
QA 4 0.73 Int 4 0.78
QA 5 0.78 Int 5 0.77
QA 6 0.76 Int 6 0.67
QA 7 0.79 Int 7 0.66
QA 8 0.78

Extension

Ext 1 0.93

0.839 0.578QA 9 0.77 Ext 2 0.87
QA 10 0.65 Ext 3 0.53
QA 12 0.70 Ext 5 0.64
QA 13 0.76

Modification

Mod 1 0.80

0.929 0.724

Configuration

Con 1 0.80 Mod 2 0.83
Con 2 0.85

0.892 0.547

Mod 3 0.88
Con 3 0.76 Mod 4 0.92
Con 4 0.74 Mod 5 0.82
Con 6 0.52

Composition

Com 1 0.66

0.806 0.512
Con 7 0.69 Com 2 0.64
Con 8 0.77 Com 3 0.80

Com 4 0.75

Model Fit Indices Relative Chi-Sq (≤3) = 1.814; CFI (≥0.9) = 0.905; IFI (≥0.9) = 0.906; RMSEA (≤0.08) = 0.058
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5.1.4. Discriminant Validity

Discriminant validity of the overall measurement model was established by exam-
ining the square root of AVE for each individual construct verse with its corresponding
correlations, and checking correlation coefficient between any two constructs. Based on
Table 4, the correlations between constructs ranged from 0.000 to 0.57 and the correlations
among the constructs were less than the the square root of AVE, indicating each construct
to be truly distinct from the others.

Table 4. Discriminant validity and correlations.

SaaS Quality Configuration Integration Extension Modification Composition

SaaS Quality 0.745
Configuration 0.39 0.740
Integration 0.11 0.02 0.760
Extension −0.15 0.06 0.11 0.76
Modification −0.03 0.57 −0.02 0.000 0.851
Composition 0.31 0.03 0.11 0.15 0.03 0.716

Note: Diagonal elements (bold figures) are the square roots of AVE values, and off-diagonal elements are the correlations among
the constructs.

5.2. Results of Structural Model Assessment

The results of the structural model assessment revealed that the coefficient of deter-
mination (R2) value was 0.37 of the endogenous latent variables in the structural model,
which is more than the minimum acceptable level of R2 (See Figure 3). Thus, it can be
concluded that 37% of the variation in the SaaS quality was explained by the variations in
the configuration, integration, extension, modification, and composition variables at a 95%
confidence level.
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Figure 3. Results of structural model assessment.

Testing hypotheses using maximum likelihood estimation (MLE) technique revealed
that four of the five hypotheses, H1, H2, H3, and H5 are statistically supported. The results
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show that standardized estimates for these hypotheses 0.589, 0.33, −0.144, and −0.386
respectively) are statistically significant, whereas one hypothesis, H4, with standardized
estimate (0.052) was found to be statistically insignificant. This hypothesis, statistically,
should be rejected. The overall results of hypothesis testing are presented in Table 5.

Subsequently, we test the structural model once more, by omitting the integration
construct. It revealed the same results of R2 and P values for H1, H2, H3, and H5 as that
of the initial structural model. Furthermore, the Beta values implied that configuration,
modification, composition, and extension, respectively, have the most impact on SaaS
quality. Figures present detailed structural model with/out integration construct are
available in the Supplementary Materials.

Table 5. Hypothesis testing results.

Hypothesis B SE Beta C.R. P

H1: Configuration===>SaaS Quality 0.419 0.061 0.589 6.838 ** 0.000
H2: Composition===>SaaS Quality 0.301 0.064 0.330 4.692 ** 0.000
H3: Extension===>SaaS Quality −0.108 0.045 −0.144 −2.385 * 0.017
H4: Integration===>SaaS Quality 0.047 0.053 0.0520 0.882 0.378
H5: Modification===>SaaS Quality −0.328 0.067 −0.386 −4.923 ** 0.000

* Significant at the 0.05 level. ** Significant at the 0.001 level.

6. Discussion

To achieve the objectives of this study, SEM statistical technique were used. After
running pooled CFA, the final measurement model resulted in Relative Chi-Sq (≤3) = 1.814,
CFI (≥0.9) = 0.905, IFI (≥0.9) = 0.906, RMSEA (≤0.08) = 0.058; this indicates that the data
fit the model. Moreover, all six constructs of the model have exhibited the required
construct reliability, convergent validity, and discriminant validity. This indicates that
the six-constructs model with 39 items had a good fit and exhibits the good construct
reliability, convergent validity, and discriminant validity of the model prior to testing the
research hypotheses.

This model was developed based on the results of a systematic mapping study [23]
and then soundly validated via the iterative method in [24]. Therefore,it was not necessary
to apply EFA in this study. Nevertheless, we assume that some readers and researchers
prefer to perform EFA before CFA , because CFA does not show how the items are grouped
and loaded in each construct [69,81]. Therefore, a detailed result for EFA is reported in the
Supplementary Materials. The EFA results confirmed the measurement model structure
used in this study.

Finally, a set of hypotheses was formulated to establish a relationship between each
customization approach and SaaS quality. The hypotheses were empirically tested to
determine if customization has a significance impact on SaaS quality. The findings of the
structural model assessment show that all customization approaches, bar the integration
approach, significantly influence the quality of SaaS application. Moreover, it revealed that
the impact of configuration and composition approaches on SaaS quality is positive, while
the impact of other approaches is negative.

The positive effects of the composition and configuration approaches could be at-
tributed to the fact that numerous SaaS vendors offer built-in tools and support interfaces
to allow such approaches to be implemented, as such facilities can boost application usage
without changing the source code. In such customization approaches, the efforts needed to
make changes will improve the maintainability and usability of the application by enabling
the customers to performed some customization and maintenance jobs using the built-in
tools and interfaces provided in these approaches. Since the maintainability and usability
of SaaS application could be improved, the improvement in overall quality of SaaS could
be considered as well.

conversely, the negative influence of the modification and extension approaches on
SaaS quality is attributed to the significant work necessary to implement the modification
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or extension changes to the application code. In the SaaS application environment, the
operator must change the application code and perform a redeployment for each tenant.
Therefore, these approaches are bound to have a negative impact as successful multi-
tenancy must have a stable code foundation.

A general observation of these findings is that all customization approaches that have
a statistically significant effect on SaaS quality belong to the internal change category,
whereas the integration approach belongs to the external change category as discussed
in [82]. Considering this and the fact that all the data collected in this study are the
respondents’ own perceptions and interpretations, the impact of the integration approach
was found statistically insignificant. Although the impact of the integration approach
(external change) on SaaS quality was statistically not supported in this study, an initiative
to empirically investigate this relation in independent study would be interesting.

6.1. Theoretical Implications

As the model used in this study is the only model relating software customization to
SaaS quality, this study sought to prove and improve its soundness by empirically assess-
ing and evaluating its construct validity and reliability. Additionally, the establishment
of empirical evidence on the effects of different software customization types on SaaS
quality has not previously been examined, this study sought to fill the research gap which
constitutes a true contribution to the literature for prospective researchers with similar
research intentions.

Moreover, the improved model provides a broad classification of the multi-tenant
SaaS customization space for academic research from different aspects (e.g, customization
types, quality attributes, and potential impacts). Anticipating further research attention
in this field, the improved model will also be an effective and useful tool to classify the
current and forthcoming solutions for software and SaaS customization.

6.2. Practical Implications

The findings of this study can improve the ability of SaaS providers to make better
decisions on tenant customization requirements. For example, SaaS providers can outweigh
between subscription fees received from tenants and the effect of implementing the new
requirement on SaaS quality. If the implementation of the new feature has a negative
impact on SaaS quality, then they lower its priority and try to communicate with the
customers to inform them that this is not the direction they would like to take. Otherwise,
the findings this study could help SaaS providers persuade customers to consider a more
favorable approach (e.g., configuration approach) over other approaches (e.g., modification
approach) that could cost more in the long run, especially their arguments would be backed
with numbers and statistics.

Furthermore, rather than doing assumptions, the empirical results of this study will
help SaaS developers and architects to understand the relationship between software
customization and SaaS quality. Moreover, instead of assessing all the customization
approaches and all quality attributes, the developed model mainly focuses on the most
generic types of customization approaches and most-related quality attributes of SaaS
applications, which make it easier for SaaS implementation teams to conduct control
assessment. Being able to accurately identify the customization type that will affect SaaS
quality will aid developers to make the decision on suitable customization type and practice
without degrading the quality of the SaaS application.

6.3. Threats to Validity

The four key threats to validity of this study and the mitigation steps espoused are
discussed below.
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1. Threats to external validity
External validity is related to the ability of the researchers to generalize the results
of academic research to industrial practice [83]. For SEM, the sample size of respon-
dents in this study should be considered sufficient [61]. However, this number of
respondents can lead to this study being criticized for having limited generalizability.
In response, it is worth noting that respondents have a diversity of industrial back-
grounds and experiences from different countries and were approached online and
face-to-face.

2. Threats to internal validity
One of the limitations of this study was the choice of customization approaches
(independent variables) selected for an analysis of their association and impact on
SaaS quality. There may be other customization approaches which have an impact on
SaaS quality but we only considered those which were the results of previous studies
including systematic mapping study [23] and academic-related experts’ opinions [24].
Additionally, other factors that influence software and SaaS quality (e.g., software
architecture and requirements volatility) were not considered in this study because
the focus of this study was only on software customization approaches affecting the
SaaS quality.

3. Threats to conclusion validity
Another limitation of this study is that both the dependent and independent variables
are measured from the same source, which may lead to incorrect conclusions about the
relationship between variables. This is seen as a potential source of common method
bias (CMB) which threatens the validity of the conclusions [84]. To mitigate this
threat, the common latent factor (CLF) technique [85] was employed to quantitatively
ascertain the presence of potential instrument bias issues. The standardized regression
weights were calculated with and without the CLF, after which the differences were
calculated. Subsequently, all the differences higher than 20% were identified and used
to discover construct-associations affected by CMB problems. The results indicated
that this model lacked bias. A thorough explanation of the CLF procedure can be seen
in the Supplementary Materials.

4. Threats to construct validity
However, the model used in this study was iteratively validated [24], which may offer
some certainty of the construct validity, more testing had been conducted to evaluate
its construct validity and reliability with a larger sample based on the industry
environment. As using multiple types of data analysis can ensure construct validity,
we reported both factor analysis types (long associated with construct validity).
Another issue related to construct validity could be the gender bias, as the participants
of this study are mostly male. However, the number of women software engineers
and developers is gradually increased, software engineering domain is still dominated
by men [86] where women represent only 21% of the total software development
workforce [87]. Considering this fact and the fact that proportion of women’s presence
in our sample, 19.3% are women and the remaining 80.7% are men, considers higher
than their presence in other software engineering research studies (e.g, [86,88]), the
gender distribution of our sample considers acceptable and free from gender bias.

7. Conclusions and Future Research

The purpose of this study was to empirically assess the impact of software customiza-
tion on the quality of software as a service. This involved the evaluation of the construct
reliability and construct validity of software customization model for SaaS quality. A
questionnaire-based survey was used to collect data from 244 software professionals with
experience in the SaaS development life cycle. After rounds of modification through CFA,
the required model fit, reliability, and validity were achieved. A significant relationship
was found between all customization approaches and SaaS quality, but none between the
integration approach and SaaS quality. Our ongoing research is to examine the effectiveness



Appl. Sci. 2021, 11, 1677 15 of 18

and usefulness of the presented model based on some success factors of software projects
(e.g., reducing the time, cost, and uncertainty of customization assessment on SaaS quality).

Whilst carrying out this study, several ideas and enhancements were considered
as possibilities for future work. First, this study was restricted to customization types,
practices, and quality attributes of SaaS applications that are the results of systematic
mapping studies and experts’ opinions [23,24]. However, this work does not intend to
claim that these are the only customization types, practices of SaaS customization, and
SaaS quality attributes associated with customization. Future research could also be
conducted to expand the model to include many different perspectives. Second, this
study empirically reported the impact of each customization approach on SaaS quality,
however; it did not consider the impact of each customization approach on each quality
attribute of SaaS applications. Future investigations may explore these relationships—
for example, the impact of composition approach on the SaaS security attribute (as one
of the indicators of SaaS quality). Furthermore, though the impact of the integration
approach (external change) on SaaS quality was statistically not supported in this study,
an initiative to empirically investigate the relationships between integration approach
and SaaS quality independently would be interesting. Third, an addendum to this study
considering different methodologies (e.g., historical analysis of software changes or case
studies) and replication are recommended to build upon and refine the reported findings
of this study.

Supplementary Materials: The following are available online at https://www.mdpi.com/2076-341
7/11/4/1677/s1, A supplementary document that supports and enhances the analysis and findings
of this study is is available online at https://tinyurl.com/OnlineSupSaaSCustQ (accessed on 22
February 2021).
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