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Abstract: With the popularity of online opinion expressing, automatic sentiment analysis of images
has gained considerable attention. Most methods focus on effectively extracting the sentimental
features of images, such as enhancing local features through saliency detection or instance segmen-
tation tools. However, as a high-level abstraction, the sentiment is difficult to accurately capture
with the visual element because of the “affective gap”. Previous works have overlooked the con-
tribution of the interaction among objects to the image sentiment. We aim to utilize interactive
characteristics of objects in the sentimental space, inspired by human sentimental principles that
each object contributes to the sentiment. To achieve this goal, we propose a framework to leverage
the sentimental interaction characteristic based on a Graph Convolutional Network (GCN). We first
utilize an off-the-shelf tool to recognize objects and build a graph over them. Visual features represent
nodes, and the emotional distances between objects act as edges. Then, we employ GCNs to obtain
the interaction features among objects, which are fused with the CNN output of the whole image
to predict the final results. Experimental results show that our method exceeds the state-of-the-art
algorithm. Demonstrating that the rational use of interaction features can improve performance for
sentiment analysis.

Keywords: visual sentiment analysis; sentiment classification; convolutional neural networks; graph
convolutional networks

1. Introduction

With the vast popularity of social networks, people tend to express their emotions
and share their experiences online through posting images [1], which promotes the study
of the principles of human emotion and the analysis and estimation of human behavior.
Recently, with the wide application of convolution neural networks (CNNs) in emotion
prediction, numerous studies [2–4] have proved the excellent ability of CNN to recognize
the emotional features of images.

Based on the theory that the emotional cognition of a stimulus attracts more human
attention [5], some researchers enriched emotional prediction with saliency detection or
instance segmentation to extract more concrete emotional features [6–8]. Yang et al. [9] put
forward the “Affective Regions” which are objects that convey significant sentiments, and
proposed three fusion strategies for image features from the original image and “Affective
Regions”. Alternatively, Wu et al. [8] utilized saliency detection to enhance the local
features, improving the classification performance to a large margin.

“Affective Regions” or Local features in images play a crucial role in image emotion,
and the above methods can effectively improve classification accuracy. However, although
these methods have achieved great success, there are still some drawbacks. They focused
on improving visual representations and ignored emotional effectiveness of objects, which
leads to a non-tendential feature enhancement. For example, in an image expressing a
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positive sentiment, positivity is generated by interaction among objects. Separating objects
and directly merging the features will lose much of the critical information of image.

Besides, they also introduce a certain degree of noise, which leads to the limited perfor-
mance improvement obtained through visual feature enhancement. For example, in human
common sense, “cat” tends to be a positive categorical word. As shown in Figure 1a,b,
when “cat” forms the image with other neutral or positive objects, the image tends to be
more positive, consistent with the conclusion that local features can improve accuracy. In
the real world, however, there are complex images, as shown in Figure 1c,d, “cat” can be
combined with other objects to express opposite emotional polarity, reflecting the effect of
objects on emotional interactions. Specifically, in Figure 1d, the negative sentiment is not
directly generated by the “cat” and “injector”, but the result of the interaction between the
two in the emotional space. Indiscriminate feature fusion of such images will affect the
performance of the classifier.

(a) A Cat is licking a Strawberry (b) A Cat is licking a Gift

(c) A Cat in Cage (d) A Cat is being Injected

Cage Injector

Gift

Cat

Strawberry

Cat

Positive Positive

Negative

Cat

Cat

Negative

Figure 1. Examples from EmotionROI dataset and social media: We use a graph model to describe the sentimental
interaction between objects and the double arrow means the interaction in the process of human emotion reflection.

To address the abovementioned problems, we design a framework with two branches,
one of which uses a deep network to extract visual emotional features in images. The
other branch uses GCN to extract emotional interaction features of objects. Specially,
we utilize Detectron2 to obtain the object category, location, and additional information
in images. And then, SentiWordNet [10] is selected as an emotional dictionary to mark
each category word with emotional intensity value. Based on the above information,
we use the sentimental value of objects and visual characteristics in each image to build
the corresponding graph model. Finally, we employ GCN to update and transmit node
features, generate features after object interaction, which, together with visual components,
serve as the basis for sentiment classification.

The contributions of this paper can be summarized as follows:
1. We propose an end-to-end image sentiment analysis framework that employs GCN

to extract sentimental interaction characteristics among objects. The proposed model makes
extensive use of the interaction between objects in the emotional space rather than directly
integrating the visual features.

2. We design a method to construct graphs over images by utilizing Detectron2 and
SentiWordNet. Based on the public datasets analysis, we leverage brightness and texture as
the features of nodes and the distances in emotional space as edges, which can effectively
describe the appearance characteristics of objects.

3. We evaluate our method on five affective datasets, and our method outperforms
previous high-performing approaches.

We make all programs of our model publicly available for research purposes https:
//github.com/Vander111/Sentimental-Interaction-Network.

https://github.com/Vander111/Sentimental-Interaction-Network
https://github.com/Vander111/Sentimental-Interaction-Network
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2. Related Work
2.1. Visual Sentiment Prediction

Existing methods can be classified into two groups: dimensional spaces and categorical
states. Dimensional spaces methods employ valence-arousal space [11] or activity-weight-
heat space [12] to represent emotions. On the contrary, categorical states methods classify
emotions into corresponding categories [13,14], which is easier for people to understand,
and our work falls into categorical states group.

Feature extraction is of vital importance to emotion analysis, various kinds of features
may contribute to the emotion of images [15]. Some researchers have been devoting
themselves to exploring emotional features and bridging the “affective gap”, which can be
defined as the lack of coincidence between image features and user emotional response
to the image [16]. Inspired by art and psychology, Machajdik and Hanbury [14] designed
low-level features such as color, texture, and composition. Zhao et al. [17] proposed
extensive use of visual image information, social context related to the corresponding
users, the temporal evolution of emotion, and the location information of images to predict
personalized emotions of a specified social media user.

With the availability of large-scale image datasets such as ImageNet and the wide
application of deep learning, the ability of convolutional neural networks to learn discrimi-
native features has been recognized. You et al. [3] fine-tuned the pre-trained AlexNet on
ImageNet to classify emotions into eight categories. Yang et al. [18] integrated deep metric
learning with sentiment classification and proposed a multi-task framework for affective
image classification and retrieval.

Sun et al. [19] discovered affective regions based on an object proposal algorithm and
extracted corresponding in-depth features for classification. Later, You et al. [20] adopted an
attention algorithm to utilize localized visual features and got better emotional classification
performance than using global visual features. To mine emotional features in images more
accurately, Zheng et al. [6] combined the saliency detection method with image sentiment
analysis. They concluded that images containing prominent artificial objects or faces, or
indoor and low depth of field images, often express emotions through their saliency regions.
To enhance the work theme, photographers blurred the background to emphasize the main
body of the picture [14], which led to the birth of close-up or low-depth photographs.
Therefore, the focus area in low-depth images fully expresses the information that the
photographer and forwarder want to tell, especially emotional information.

On the other hand, when natural objects are more prominent than artificial objects or
do not contain faces, or open-field images, emotional information is usually not transmitted
only through their saliency areas. Based on these studies, Fan et al. [7] established an
image dataset labeled with statistical data of eye-trackers on human attention to exploring
the relationship between human attention mechanisms and emotional characteristics.
Yang et al. [9] synthetically considered image objects and emotional factors and obtained
better sentiment analysis results by combining the two pieces of information.

Such methods make efforts in extracting emotional features accurately to improve
classification accuracy. However, as an integral part of an image, objects may carry emo-
tional information. Ignoring the interaction between objects is unreliable and insufficient.
This paper selects the graph model and graph convolution network to generate sentimental
interaction information and realize the sentiment analysis task.

2.2. Graph Convolutional Network(GCN)

The notion of graph neural networks was first outlined in Gori et al. [21] and further
expound in Scarselli et al. [22]. However, these initial methods required costly neural
“message-passing” algorithms to convergence, which was prohibitively expensive on mas-
sive data. More recently, there have been many methods based on the notion of GCN,
which originated from the graph convolutions based on the spectral graph theory of
Bruna et al. [23]. Based on this work, a significant number of jobs were published and
attracted the attention of researchers.
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Compared with the deep learning model introduced above, the graph model virtually
constructs relational models. Chen et al. [24] combined GCN with multi-label image
recognition to learn inter-dependent object information from labels. A novel re-weighted
strategy was designed to construct the correlation matrix for GCN, and they got a higher
accuracy compared with many previous works. However, this method is based on the
labeled objects information from the dataset, which needs many human resources.

In this paper, we employ the graph structure to capture and explore the object sen-
timental correlation dependency. Specifically, based on the graph, we utilize GCN to
propagate sentimental information between objects and generate corresponding interaction
features, which is further applied to the global image representation for the final image sen-
timent prediction. Simultaneously, we also designed a method to build graph models from
images based on existing image emotion datasets and describe the relationship features of
objects in the emotional space, which can save a lot of workforce annotation.

3. Method
3.1. Framework

This section aims to develop an algorithm to extract interaction feature without man-
ual annotation and combine it with holistic representation for image sentiment analysis.
As shown in Figure 2, given an image with sentiment label, we employ a panoptic seg-
mentation model, i.e., Detectron2, to obtain category information of objects and based on
which we build a graph to represent the relationships among objects. Then, we utilize the
GCN to leverage the interaction feature of objects in the emotional space. Finally, the inter-
active features of objects are concatenated with the holistic representation (CNN branch) to
generate the final predictions. In the application scenario, given an image, we first use the
panoramic segmentation model for data preprocessing to obtain the object categories and
location information and establish the graph model. The graph model and the image are
input into the corresponding branch to get the final sentiment prediction result.

Graph Convolutional Network (GCN)

D

D’

…

Sentiment 

Prediction

Convolutional Neural Network (CNN)

GC

+

Figure 2. Pipline of proposed approach framework.

3.2. Graph Construction
3.2.1. Objects Recognition

Sentiment is a complex logical response, to which the relations among objects in
the image have a vital contribution. To deeply comprehend the interaction, we build a
graph structure (relations among objects) to realize interaction features. And we take the
categories of objects as the node and the hand-crafted feature as the representation of the
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object. However, existing image sentiment datasets, such as Flickr and Instagram (FI) [3],
EmotionROI [25], etc., do not contain the object annotations. Inspired by the previous
work [9], we employ the panoptic segmentation algorithm to detect objects.

We choose the R101-FPN model of Detectron2, containing 131 common object cat-
egories, such as “person”, “cat”,“bird”, “tree” etc., to realize recognition automatically.
As shown in Figure 3, through the panoptic segmentation model, we process the orig-
inal image Figure 3a to obtain the image Figure 3b containing the object category and
location information.

Fence

Person

Tree

Bench

Pavement
Bird

a

b c

Figure 3. Example of building graph model. Given the input image (a), Detectron2 can detect the region and categories of objects
and (b) is the segmentation result. Based on the detection information, we build a graph (c) over the corresponding image.

3.2.2. Graph Representation

As a critical part of the graph structure, edges determine the weights of node infor-
mation propagation and aggregation. In other fields, some researchers regard semantic
relationship or co-occurrence frequency of objects as edges [1,26]. However, as a basic
feature, there is still a gap between object semantics and sentiment, making it hard to
accurately describe the sentimental relationship. Further, it is challenging to label abstract
sentiments non-artificially due to the “affective gap” between low-level visual features and
high-level sentiment. To solve this problem, we use the semantic relationship of objects
in emotional space as the edges of the graph structure. Given the object category, we
employ SentiWordNet as a sentiment annotation to label each category with sentimental
information. SentiWordNet is a lexical resource for opinion mining that annotates the
positive and negative values in the range [0,1] to words.

As shown in Equations (1) and (2), we retrieve words related to the object category in
SentiWordNet, and judge the sentimental strength of the current word W with the average
value of related words W

′
, where Wp is the positive emotional strength, Wn is the negative

emotion strength.

Wn =
∑n

i=1 W
′
in

n
(1)

Wp =
∑n

i=1 W
′
ip

n
(2)
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In particular, we stipulate that sentimental polarity of a word is determined by positive
and negative strength. As shown in Equation (3), sentiment value S is the difference
between the two sentimental intensity of words. In this way, positive words have a positive
sentiment value, and negative words are the opposite. And S is in [−1, 1] because of the
intensity of sentiments is between 0–1 in SentiWordNet.

S = Wp −Wn (3)

Based on this, we design the method described in Equation (4). We can use a sentimen-
tal tendency of objects to measure the sentimental distance Lij between words Wi and W j.
When two words have the same sentimental tendency, we define the difference between the
two sentiment values Si and Sj as the distance in the sentimental space. On the contrary, we
specify that two words with opposite emotional tendencies are added by one to enhance
the sentimental difference. Further, we build the graph over the sentimental values and
the object information. In Figure 3c, we show the relationship among node “person” and
adjacent nodes, and the length of the edge reflects the distance between nodes.

Lij =


∣∣|Si| −

∣∣Sj
∣∣∣∣+ 1, i f Si ∗ Sj > 0

0.5, i f Si = 0, Sj = 0∣∣|Si| −
∣∣Sj
∣∣∣∣, otherwise

(4)

3.2.3. Feature Representation

The graph structure describes the relationship between objects. And the nodes of the
graph aim to describe the features of each object, where we select hand-crafted feature,
intensity distribution, and texture feature as the representation of objects. Inspired by
Machajdik [14], we calculate and analyze the image intensity characteristics on image
datasets EmotionROI and FI. In detail, we quantify the intensity of each pixel to 0–10 and
make histograms of intensity distribution. As shown in Figure 4, we find that the intensity
of positive emotions (joy, surprise, etc.) is higher than that of negative emotions (anger,
sadness, etc.) when the brightness is 4–6, while the intensity of negative emotions is higher
on 1–2.
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Figure 4. The distribution curve of the number of brightness pixels of different emotion categories in the EmotionROI and
Flickr and Instagram (FI) dataset.

The result shows that the intensity distribution can distinguish the sentimental polarity
of the images to some extent. At the same time, we use the Gray Level Co-occurrence
Matrix(GLCM) to describe the texture feature of each object in the image as a supplement
to the image detail feature. Specifically, we quantified the luminance values as 0–255 and
calculated a 256-dimensional eigenvector with 45 degrees as the parameter of GLCM. The
node feature in the final graph model is a 512-dimensional eigenvector.
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3.3. Interaction Graph Inference

Sentiment contains implicit relationships among the objects. Graph structure expresses
low-level visual features and the relationship among objects, which is the source of interac-
tion features, and inference is the process of generating interaction features. To simulate
the interaction process, we employ GCN to propagate and aggregate the low-level features
of objects under the supervision of sentimental distances. We select the stacked GCNs, in
which the input of each layer is the output Hl from the previous layer, and generate the
new node feature Hl+1.

The feature update process of the layer l is shown in Equation (5), Ã is obtained by
adding the edges of the graph model, namely the adjacency matrix and the identity matrix.
Hl is the output feature of the previous layer, Hl+1 is the output feature of the current layer,
W l is the weight matrix of the current layer, and σ is the nonlinear activation function.
D̃ is the degree matrix of Ã, which is obtained by Equation (6).The first layer’s input is
the initial node feature H0 of 512 dimensions generated from the brightness histogram
and GLCM introduced above. Also, the final output of the model is the feature vector of
2048 dimensions.

Hl+1 = σ(D̃−
1
2 ÃD̃−

1
2 HlW l) (5)

D̃ii = ∑
j

Ãij (6)

3.4. Visual Feature Representation

As a branch of machine learning, deep learning has been widely used in many fields,
including sentiment image classification. Previous studies have proved that CNN network
can effectively extract visual features in images, such as appearance and position, and map
them to emotional space. In this work, we utilize CNN to realize the expression of visual
image features. To make a fair comparison with previous works, we select the popularly
used model VGGNet [27] as the backbone to verify the effectiveness of our method. For
VGGNet, we adopt a fine-tuning strategy based on a pre-trained model on ImageNet and
change the output number of the last fully connected layer from 4096 to 2048.

3.5. Gcn Based Classifier Learning

In the training process, we adopt the widely used concatenation method for feature
fusion. In the visual feature branch, we change the last fully connected layer output of the
VGG model to 2048 to describe the visual features extracted by the deep learning model.
For the other branch, we process the graph model features in an average operation. In
detail, the Equation (7) is used to calculate interaction feature Fg, where n is the number of
nodes in a graph model, F

′
is the feature of each node after graph convolution.

Fg =
∑n

i=1 F
′

n
(7)

After the above processing, we employ the fusion method described in Equation (8)
to calculate the fusion feature of visual and relationship, which is fed into the fully con-
nected layer and realize the mapping between features and sentimental polarity. And the
traditional cross entropy function is taken as the loss function, as shown in Equation (9),
N is the number of training images, yi is the labels of images, and Pi is the probability of
prediction that 1 represents a positive sentiment and 0 means negative.

F = [Fd; Fg] (8)

L = − 1
N

N

∑
i=1

(yi ∗ logPi + (1− yi) ∗ log(1− Pi)) (9)
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Specifically, Pi is defined as Equation (10), where c is the number of classes. In this
work, c is defined as 2, and f j is the output of the last fully connected layer.

Pi =
e fi

∑c
j=1 e f j

(10)

4. Experiment Results
4.1. Datasets

We evaluate our framework on five public datasets: FI, Flickr [28], EmotionROI [25],
Twitter I [29], Twitter II [28]. Figure 5 shows examples of these datasets. FI dataset is
collected by querying with eight emotion categories (i.e., amusement, anger, awe, con-
tentment, disgust, excitement, fear, sadness) as keywords from Flickr and Instagram, and
ultimately gets 90,000 noisy images. The original dataset is further labeled by 225 Amazon
Mechanical Turk (AMT) workers and resulted in 23,308 images receiving at least three
agreements. The number of images in each emotion category is larger than 1000. Flickr con-
tains 484,258 images in total, and the corresponding ANP automatically labeled each image.
EmotionROI consists of 1980 images with six sentiment categories assembled from Flickr
and annotated with 15 regions that evoke sentiments. Twitter I and Twitter II datasets are
collected from social websites and labeled with two categories (i.e., positive and negative)
by AMT workers, consisting of 1296 and 603 images. Specifically, we conducted training
and testing on the three subsets of Twitter I: “Five agree”, “At least four agree” and “At
least three agree”, which are filtered according to the annotation. For example, “Five agree”
indicates that all the Five AMT workers rotate the same sentiment label for a given image.
As shown in Table 1.

EmotionROI TwitterI TwitterII

FI Flickr

Figure 5. Some examples in the five datasets.
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Table 1. Released and freely available datasets, where #Annotators respectively represent the number
of annotators.

Dataset Images Number Source #Annotators Emotion Model

FI 23,308 social media 225 Mikels
Flickr 484,258 social media - Ekman

TwitterI 1269 social media 5 Sentiment
TwitterII 603 social media 9 Sentiment

EmotionROI 1980 social media 432 Ekman

According to the affective model, the multi-label datasets EmotionROI and FI are
divided into two parts: positive and negative, to achieve the sentimental polarity classi-
fication. EmotionROI has six emotion categories: anger, disgust, fear, joy, sadness, and
surprise. Images with labels of anger, disgust, fear, sadness are relabeled as negative, and
those with joy and surprise are labeled as positive. In the FI dataset, we divided Mikel’s
eight emotion categories into binary labels based on [30], suggesting that amusement,
contentment, excitement, and awe are mapped to the positive category, and sadness, anger,
fear, and disgust are labeled as negative.

4.2. Implementation Details

Following previous works [9], we select VGGNet with 16 layers [25] as the backbone of
the visual feature extraction and initialize it with the weights pre-trained on ImageNet. At
the same time, we remove the last fully connected layer of the VGGNet. We randomly crop
and resize the input images into 224 × 224 with random horizontal flip for data enhance-
ment during the training. On FI, we select SGD as the optimizer and set Momentum to 0.9.
The initial learning rate is 0.01, which drops by a factor of 10 per 20 epoch. And Table 2
shows the specific training strategy on the five datasets. In the relational feature branch, we
use two GCN layers whose output dimensions are 1024 and 2048. 512-dimension vector
characterizes each input node feature in the graph model. We adopted the same split and
test method for the data set without specific division as Yang et al. [9]. For small-scale data
sets, we refer to the strategy of Yang et al. [9], take the model parameters trained on the FI
as initial weights, and fine-tune the model on the training set.

Table 2. Setting of training parameters on the dataset of FI, Flickr, EmotionROI, Twitter I, Twitter II.

Dataset Learning Rate Drop Factor Croped Size Momentum Optimizer

FI 0.01 20 224 × 224 0.9 SGD
Flickr 0.01 5 224 × 224 0.9 SGD

TwitterI 0.02 30 224 × 224 0.9 SGD
TwitterII 0.03 20 224 × 224 0.9 SGD

EmotionROI 0.03 30 224 × 224 0.9 SGD

4.3. Evaluation Settings

To demonstrate the validity of our proposed framework for sentiment analysis, we
evaluate the framework against several baseline methods, including methods using tradi-
tional features, CNN-based methods, and CNN-based methods combined with instance
segmentation.

• The global color histograms (GCH) consists of 64-bin RGB histogram, and the local
color histogram features (LCH) divide the image into 16 blocks and generate a 64-bin
RGB histogram for each block [31].

• Borth et al. [28] propose SentiBank to describe the sentiment concept by 1200 adjectives
noun pairs (ANPs), witch performs better for images with rich semantics.



Appl. Sci. 2021, 11, 1404 10 of 14

• DeepSentibank [32] utilizes CNNs to discover ANPs and realizes visual sentiment con-
cept classification. We apply the pre-trained DeepSentiBank to extract the 2089-dimension
features from the last fully connected layer and employ LIBSVM for classification.

• You et al. [29] propose to select a potentially cleaner training dataset and design the
PCNN, which is a progressive model based on CNNs.

• Yang et al. [9] employ object detection technique to produce the “Affective Regions”
and propose three fusion strategy to generate the final predictions.

• Wu et al. [8] utilize saliency detection to enhance the local features, improving the
classification performance to a large margin. And they adopt an ensemble strategy,
which may contribute to performance improvement.

4.4. Classification Performance

We evaluate the classification performance on five affective datasets. Table 3 shows
that the result of depth feature is higher than that of the hand-crafted feature and CNNs
outperform the traditional methods. The VGGNet achieves significant performance im-
provements over the traditional methods such as DeepSentibank and PCNN on FI datasets
of good quality and size. Simultaneously, due to the weak in annotation reliability, VGGNet
does not make such significant progress on the Flickr dataset, indicating the dependence
of the depth model on high-quality data annotation. Furthermore, our proposed method
performs well compared with single model methods. For example, we achieve about 1.7%
improvement on FI and 2.4% on EmotionROI dataset, which means that the sentimental
interaction features extracted by us can effectively complete the image sentiment classifica-
tion task. Besides, we adopt a simple ensemble strategy and achieve a better performance
than state-of-the-art method.

Table 3. Sentiment classification accuracy on FI, Flickr, Twitter I, Twitter II, EmotionROI. Results with bold indicate the best
results compared with other algorithms.

Method FI Flickr
Twitter I

Twitter II EmotionROI
Twitter I-5 Twitter I-4 Twitter I-3

GCH - - 67.91 97.20 65.41 77.68 66.53
LCH - - 70.18 68.54 65.93 75.98 64.29

SentiBank - - 71.32 68.28 66.63 65.93 66.18
DeepSentiBank 61.54 57.83 76.35 70.15 71.25 70.23 70.11
VGGNet [27] 70.64 61.28 83.44 78.67 75.49 71.79 72.25

PCNN 75.34 70.48 82.54 76.50 76.36 77.68 73.58
Yang [9] 86.35 71.13 88.65 85.10 81.06 80.48 81.26

Ours-single 88.12 72.31 89.24 85.19 81.25 80.59 83.62

Wu [8] 88.84 72.39 89.50 86.97 81.65 80.97 83.04
Ours-ensemble 88.71 73.11 89.65 84.48 81.72 82.68 84.29

4.5. the Role of Gcn Branch

As shown in Table 4, compared with the fine-tuned VGGNet, our method has an
average performance improvement of 4.2%, which suggests the effectiveness of sentimental
interaction characteristics in image emotion classification task.

Table 4. The model performance comparison across image datasets. Results with bold indicate the best results compared
with other algorithms.

Method FI Flickr
Twitter I

Twitter II EmotionROI
Twitter I-5 Twitter I-4 Twitter I-3

Fine-tuned VGGNet 83.05 70.12 84.35 82.26 76.75 76.99 77.02
Ours-single 88.12 72.31 89.24 85.19 81.25 80.59 83.62
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4.6. Effect of Panoptic Segmentation

As a critical step in graph model construction, information of objects obtained through
Detectron2 dramatically impacts the final performance. However, due to the lack of
annotation with emotions and object categories, we adopt the panoptic segmentation
model pre-trained on the COCO dataset, which contains a wide range of object categories.
This situation leads to specific noise existing in the image information. As shown in
Figure 6, the lefts are the original images from EmotionROI, and the detection results are
on the right. In detail, there are omission cases (Figure 6d) and misclassification (Figure 6f)
in detection results, which to a certain extent, affect the performance of the model, in
the end, believe that if we can overcome this gap, our proposed method can obtain a
better effect.

a b

c d

e f
Figure 6. Example of panoptic segmentation. Given the raw images (a,c,e), panoptic segmentation generates the accurate
result (b), category missing result (d) and misclassification result (f).

As stated above, some object information of images cannot be extracted by the panoptic
segmentation model. So we further analyze the result on emotionROI, of which each image
is annotated with emotion and attractive regions manually by 15 persons and forms with
the Emotion Stimuli Map. By comparing them with the Emotion Stimuli Map, our method
fails to detect the critical objects in 77 images of a total of 590 testing images, as shown
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in Figure 7 mainly caused by the inconsistent categories of the panoptic segmentation
model. A part of the EmotionROI images and the corresponding stimuli map is shown in
Figure 7a,b, these images in the process of classification using only a part or even no object
interaction information, but our method still predicts their categories correctly, indicating
that visual features still play an essential role in the classification, and the interaction
feature generated by GCN branch further improve the accuracy of the model.

a 

b 

c 

Figure 7. Some example images and corresponding Emotion Stimuli Maps whose object information is broken extracted by
panoptic segmentation model, but correctly predicted by our method. The lefts of (a–c) are the raw images, the middles are
the corresponding stimuli map and the rights are the visual results of segmentation.

5. Conclusions

This paper addresses the problem of visual sentiment analysis based on graph convo-
lutional networks and convolutional neural networks. Inspired by the principles of human
emotion and observation, we find that each type of interaction among objects in the image
has an essential impact on sentiment. We present a framework that consists of two branches
for sentimental interaction representations learning. First of all, we design an algorithm to
build a graph model on popular affective datasets without category information annotated
based on panoptic segmentation information. As an essential part of the graph model,
we define the objects in the images as nodes and calculate the edges between nodes in
the graph model according to sentimental value of each objects. According to the effect
of brightness on sentiment, we select brightness and texture features as node features. A
stacked GCN model is used to generate the relational features describing the interaction
results of objects and integrate them with the visual features extracted by VGGNet to
realize the classification of image sentiment. Experimental results show the effectiveness
of our method on five popular datasets. Furthermore, making more effective utilizing of
objects interaction information remains a challenging problem.
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