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Abstract: This paper reports on the use of reinforcement learning technology for optimizing mobile
robot paths in a warehouse environment with automated logistics. First, we compared the results of
experiments conducted using two basic algorithms to identify the fundamentals required for planning
the path of a mobile robot and utilizing reinforcement learning techniques for path optimization. The
algorithms were tested using a path optimization simulation of a mobile robot in same experimental
environment and conditions. Thereafter, we attempted to improve the previous experiment and
conducted additional experiments to confirm the improvement. The experimental results helped us
understand the characteristics and differences in the reinforcement learning algorithm. The findings
of this study will facilitate our understanding of the basic concepts of reinforcement learning for
further studies on more complex and realistic path optimization algorithm development.

Keywords: warehouse environment; mobile robot path optimization; reinforcement learning

1. Introduction

The fourth industrial revolution and digital innovation have led to the increased
interest in the use of robots across industries; thus, robots are being used in various
industrial sites. Robots can be broadly categorized as industrial or service robots. Industrial
robots are automated equipment and machines used in industrial sites such as factory lines
and are used for assembly, machining, inspection, and measurement as well as pressing
and welding [1]. The use of service robots is expanding in manufacturing environments
and other areas such as industrial sites, homes, and institutions. Service robots can be
broadly divided into personal service robots and professional service robots. In particular,
professional service robots are robots used by workers to perform tasks, and mobile robots
are one of the professional service robots [2].

A mobile robot needs the following elements to perform tasks: localization, mapping,
and path planning. First, the location of the robot must be known in relation to the
surrounding environment. Second, a map is needed to identify the environment and move
accordingly. Third, path planning is necessary to find the best path to perform a given
task [3]. Path planning has two types: point-to-point and complete coverage. A complete
coverage path planning is performed when all positions must be checked, such as for a
cleaning robot. A point-to-point path planning is performed for moving from the start
position to the target position [4].

To review the use of reinforcement learning as a path optimization technique for
mobile robots in a warehouse environment, the following points must be understood. First,
it is necessary to understand the warehouse environment and the movement of mobile
robots. To do this, we must check the configuration and layout of the warehouse in which
the mobile robot is used as well as the tasks and actions that the mobile robot performs
in this environment. Second, it is necessary to understand the recommended research
steps for the path planning and optimization of mobile robots. Third, it is necessary to
understand the connections between layers and modules as well as their working when
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they are integrated with mobile robots, environments, hardware, and software. With this
basic information, a simulation program for real experiments can be implemented. Because
reinforcement learning can be tested only when a specific experimental environment
is prepared in advance, substantial preparation of the environment is required early in
the study but the researcher must prepare it. Subsequently, the reinforcement learning
algorithm to be tested is integrated with the simulation environment for the experiment.

This paper discusses an experiment performed using a reinforcement learning algo-
rithm as a path optimization technique in a warehouse environment. Section 2 briefly
describes the warehouse environment, the concept of path planning for mobile robots,
the concept of reinforcement learning, and the algorithms to be tested. Section 3 briefly
describes the structure of the mobile robot path-optimization system, the main logic of
path search, and the idea of dynamically adjusting the reward value according to the
moving action. Section 4 describes the construction of the simulation environment for the
experiments, the parameters and reward values to be used for the experiments, and the
experimental results. Section 5 presents the conclusions and directions for future research.

2. Related Work
2.1. Warehouse Environment
2.1.1. Warehouse Layout and Components

The major components for automated warehouse with mobile robots are as follows [5–10].

• Robot drive device: It instructs the robot from the center to pick or load goods between
the workstation and the inventory pod.

• Inventory pod: This is a shelf rack that includes storage boxes. There are two standard
sizes: a small pod can hold up to 450 kg, and a large pod can load up to 1300 kg.

• Workstation: This is the work area in which the worker operates and performs tasks
such as replenishment, picking, and packaging.

Figure 1 shows an example of a warehouse layout with inventory pods and workstations.
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Figure 1. Sample Layout of Warehouse Environment.

2.1.2. Mobile Robot’s Movement Type

In the robotic mobile fulfillment system, a robot performs a storage trip, in which it
transports goods, and a retrieval trip, in which it moves to pick up goods. After dropping
the goods into the inventory pod, additional goods can be picked up or returned to the
workstation [11].
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The main movements of the mobile robot in the warehouse are to perform the follow-
ing tasks [12].

1. move goods from the workstation to the inventory pod;
2. move from one inventory pod to another to pick up goods;
3. move goods from the inventory pod to the workstation

2.2. Path Planning for Mobile Robot

For path planning in a given work environment, a mobile robot searches for an optimal
path from the starting point to the target point according to specific performance criteria.
In general, path planning is performed for two path types, global and local, depending
on whether the mobile robot has environmental information. In the case of global path
planning, all information about the environment is provided to the mobile robot before it
starts moving. Based on local path planning, the robot does not know most information
about the environment before it moves [13,14].

The path planning development process for mobile robots usually follows the steps
below in Figure 2 [13].
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• Environmental modeling
• Optimization criteria
• Path finding algorithm

The classification of the path planning of the mobile robot is illustrated in Figure 3.
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Dijkstra, A*, and D* algorithms for the heuristic method are the most commonly
used algorithms for path search in global path planning [13,15]. Traditionally, warehouse
path planning has been optimized using heuristics and meta heuristics. Most of these
methods work without additional learning and require significant computation time as
the problem becomes complex. In addition, it is challenging to design and understand
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heuristic algorithms, making it difficult to maintain and scale the path. Therefore, interest
in artificial intelligence technology for path planning is increasing [16].

2.3. Reinforcement Learning Algorithm

Reinforcement learning is a method that uses trial and error to find a policy to reach
a goal by learning through failure and reward. Deep neural networks learn weights and
biases from labeled data, and reinforcement learning learns weights and biases using the
concept of rewards [17].

The essential elements of reinforcement learning are as follows, and see Figure 4 for
how to interact.
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First, agents are the subjects of learning and decision making. Second, the environment
refers to the external world recognized by the agent and interacts with the agent. Third
is policy. The agent finds actions to be performed from the state of the surrounding
environment. The fourth element is a reward, an information that tells you if an agent
has done good or bad behavior. In reinforcement learning, positive rewards are given for
actions that help agents reach their goals, and negative rewards are given for actions that
prevent them from reaching their goals. The fifth element is a value function. The value
function tells you what’s good in the long term. Value is the total amount of reward an
agent can expect. Sixth is the environmental model. Environmental models predicts the
next state and the reward that changes according to the current state. Planning is a way
to decide what to do before experiencing future situations. Reinforcement learning using
models and plans is called a model-based method, and reinforcement learning using trial
and error is called a model free method [18].

The basic concept of reinforcement learning modeling aims to find the optimal policy
for problem solving and can be defined on the basis of the Markov Decision Process (MDP).
If the state and action pair is finite, this is called a finite MDP [18]. The most basic Markov
process concept in MDP, consists of a state s, a state transition probability p, and an action
a performed. The p is the probability that when performing an action a in state s, it will
change to s’ [18].

The Formula (1) that defines the relationship between state, action and probability is
as follows [18,19].

p
(
s′ | s, a

)
= Pr

{
St = s′ | St−1 = s, At−1 = a

}
(1)

The agent’s goal is to maximize the sum of regularly accumulated rewards, and the
expected return is the sum of rewards. In other words, using rewards to formalize the
concept of a goal is characteristic of reinforcement learning. In addition, the discount factor
is also important in the concept of reinforcement learning. The discount factor (γ) is a
coefficient that discounts the future expected reward and has a value between 0 and 1 [18].
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Discounted return obtained through reward and depreciation rate can be defined as the
following Formula (2) [18,19].

Gt = Rt+1 + γRt+2 + γ2Rt+3 + · · · =
∞

∑
k=0

γkRt+k+1 (2)

The reinforcement learning algorithm has the concept of a value function, a function of
a state that estimates whether the environment given to an agent is good or bad. Moreover,
the value function is defined according to the behavioral method called policy. Policy is
the probability of choosing possible actions in a state [18].

If the value function was the consideration of the cumulative reward and the change
of state together, the state value function was also considered the policy [20]. The value
function is the expected value of the return if policy π is followed since starting at state s,
and the formulas are as follows [18,20].

vπ(s) = Eπ [Gt | St = s] = Eπ

[
∞

∑
k=0

γkRt+k+1 | St = s

]
(3)

Among the policies, the policy with the highest expected value of return is the optimal
policy, and the optimal policy has an optimal state value function and an optimal action
value function [18]. The optimal state value function can be found in equation (4), and the
optimal action value function can be found in Equations (5) and (6) [18,20].

v∗(s) = max
π

vπ(s) (4)

q∗(s, a) = max
π

qπ(s, a) (5)

= E[Rt+1 + γv∗(St+1) | St = s, At = a] (6)

The value of a state that follows an optimal policy is equal to the expected value of
the return from the best action that can be chosen in that state [18]. The formula is as
follows [18,20].

q∗(s, a) = E
[

Rt+1 + γmax
a′

q∗
(
St+1, a′

)
| St = s, At = a

]
(7)

= ∑
s′ ,r

p
(
s′, r | s, a

)[
r + γmax

a′
q∗
(
s′, a′

)]
(8)

2.3.1. Q-Learning

One of most basic algorithm among reinforcement learning algorithms is off-policy
temporal-difference control algorithm known as Q-Learning [18]. The Q-Learning algo-
rithm stores the state and action in the Q Table in the form of a Q Value; for action selection,
it selects a random value or a maximum value according to the epsilon-greedy value and
stores the reward values in the Q Table [18].

The algorithm stores the values in the Q Table using Equation (9) below [21].

Q(s, a) = r(s, a) + max
a

(
Q
(
s′, a

))
(9)

Equation (9) is generally converted into update—Equation (10) by considering a factor
of time [18,22,23].

Q(s, a)← Q(s, a) + α

(
r + γmax

a′
Q
(
s′, a′

)
−Q(s, a)

)
(10)

The procedure of the Q-Learning algorithm is as follows (Algorithm 1) [18].
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Algorithm 1: Q-Learning.

Initialize Q(s, a)
Loop for each episode:

Initialize s (state)
Loop for each step of episode until s (state) is destination:

Choose a (action) from s (state) using policy from Q values
Take a (action), find r (reward), s’ (next state)
Calculate Q value and Save it into Q Table
Change s’ (next state) to s (state)

In reinforcement learning algorithms, the process of exploration and exploitation plays
an important role. Initially, lower priority actions should be selected to investigate the
best possible environment, and then select and proceed with higher priority actions [23].
The Q-Learning algorithm has become the basis of the reinforcement learning algorithm
because it is simple and shows excellent learning ability in a single agent environment.
However, Q-Learning updates only once per action; it is thus difficult to solve complex
problems effectively when many states and actions have not yet been realized.

In addition, because the Q table for reward values is predefined, a considerable
amount of storage memory is required. For this reason, the Q-Learning algorithm is
disadvantageous in a complex and advanced multi-agent environment [24].

2.3.2. Dyna-Q

Dyna-Q is a combination of the Q-Learning and Q-Planning algorithms. The Q-
Learning algorithm changes a policy based on a real experience. The Q-Planning algorithm
obtains simulated experience through search control and changes the policy based on a
simulated experience [18]. Figure 5 illustrates the structure of the Dyna-Q model.
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The Q-Planning algorithm randomly selects samples only from previously experienced
information, and the Dyna-Q model obtains information for simulated experience through
search control exactly as it obtains information through modeling learning based on a real
experience [18]. The Dyna-Q update-equation is the same as that for Q-Learning (10) [22].

The Dyna-Q algorithm is as follows (Algorithm 2) [18].



Appl. Sci. 2021, 11, 1209 7 of 16

Algorithm 2: Dyna-Q.

Initialize Q(s, a)
Loop forever:
(a) Get s (state)
(b) Choose a (action) from s (state) using policy from Q values
(c) Take a (action), find r (reward), s’ (next state)
(d) Calculate Q value and Save it into Q Table
(e) Save s (state), a (action), r (reward), s’ (next state) in memory
(f) Loop for n times

Take s(state), a (action), r (reward), s’ (next state)
Calculate Q value and Save it into Q Table

(g) Change s’ (next state) to s (state)

Steps (a) to (d) and, (g) are the same as in Q-Learning. Steps (e) and (f) added to the
Dyna-Q algorithm store past experiences in memory to generate the next state and a more
accurate reward value.

3. Reinforcement Learning-Based Mobile Robot Path Optimization
3.1. System Structure

In the mobile robot framework structure in Figure 6, the agent is controlled by the
supervisor controller, and the robot controller is executed by the agent, so that the robot
operates in the warehouse environment and the necessary information is observed and
collected [25–27].
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3.2. Operation Procedure

The mobile robot framework works as follows. At the beginning, the simulator is set
to its initial state, and the mobile robot collects the first observation information and sends
it to the supervisor controller. The supervisor controller verifies the received information
and communicates the necessary action to the agent. At this stage, the supervisor controller
can obtain additional information if necessary. The supervisor controller can communicate
job information to the agent. The agent conveys the action to the mobile robot through the
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robot controller, and the mobile robot performs the received action using actuators. After
the action is performed by the robot controller, the changed position and status information
is transmitted to the agent and the supervisor controller, and the supervisor controller
calculates the reward value for the performed action. Subsequently, the action, reward
value, and status information are stored in memory. These procedures are repeated until
the mobile robot achieves the defined goal or the number of epochs/episodes or conditions
that satisfy the goal [25].

In Figure 7, we show an example class that is composed of the essential functions and
main logic required by the supervisor controller for path planning.
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3.3. Dynamic Reward Adjustment Based on Action

The simplest type of reward for the movement of a mobile robot in a grid-type
warehouse environment is achieved by specifying a negative reward value for an obstacle
and a positive reward value for the target location. The direction of the mobile robot is
determined by its current and target positions. The path planning algorithm requires
significant time to find the best path by repeating many random path finding attempts. In
the case of the basic reward method introduced earlier, an agent searches randomly for a
path, regardless of whether it is located far from or close to the target position. To improve
on these vulnerabilities, we considered a reward method as shown in Figure 8.

The suggestions are as follows:
First, when the travel path and target position are determined, a partial area close to

the target position is selected. (Reward adjustment area close to the target position).
Second, a higher reward value than the basic reward method is assigned to the path

positions within the area selected in the previous step. Third, we propose a method to
select an area as above whenever the movement path changes and changes the position
of the movement path in the selected area to a high reward value. This is called dynamic
reward adjustment based on action, and the following (Algorithm 3) is an algorithm of
the process.
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Algorithm 3: Dynamic reward adjustment based on action.

1. Get new destination to move
2. Select a partial area near the target position.
3. A higher positive reward value is assigned to the selected area, excluding the target point and obstacles.
(Highest positive reward value to target position)
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4. Test and Results
4.1. Warehouse Simulation Environment

To create a simulation environment, we referred to the paper [23] and built a virtual
experiment environment based on the previously described warehouse environment. A
total of 15 inventory pods were included in a 25× 25 grid layout. A storage trip of a mobile
robot from the workstation to the inventory pod was simulated. This experiment was
conducted to find the optimal path to the target position, avoiding inventory pods at the
starting position where a single mobile robot was defined.

The Figure 9 shows the target position for the experiments.
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4.2. Test Parameter Values

Q-Learning and Dyna-Q algorithms were tested in a simulation environment.
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Table 1 shows the parameter values used in the experiment.

Table 1. Parameter values for experiment.

Parameter Q-Learning Dyna-Q

Learning Rate (α) 0.01 0.01
Discount Rate (γ) 0.9 0.9

4.3. Test Reward Values

The experiment was conducted with the following reward methods.

• Basic method: The obstacle was set as −1, the target position as 1, and the other
positions as 0.

• Dynamic reward adjustment based on action: To check the efficacy of the proposal,
an experiment was conducted designating set values that were similar to those in the
proposed method as shown in Figure 10 [28–30]. The obstacle was set as −1, the target
position as 10, the positions in the selected area (area close to target) as 0.3, and the
other positions as 0.
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4.4. Results

First, we tested two basic reinforcement learning algorithms: the Q-Learning algorithm
and the Dyna-Q algorithm. The experiment was performed five times for each algorithm,
and there may be deviations in the results for each experiment, so the experiment was
performed under the same condition and environment. The following points were verified
and compared using the experimental results. The optimization efficiency of each algorithm
was checked based on the length of the final path, and the path optimization performance
was confirmed by the path search time. We were also able to identify learning patterns by
the number of learning steps per episode.

The path search time of the Q-Learning algorithm was 19.18 min for the first test,
18.17 min for the second test, 24.28 min for the third test, 33.92 min for the fourth test, and
19.91 min for the fifth test. It took about 23.09 min on average. The path search time of the
Dyna-Q algorithm was 90.35 min for the first test, 108.04 min for the second test, 93.01 min
for the third test, 100.79 min for the fourth test, and 81.99 min for the fifth test. The overall
average took about 94.83 min.

The final path length of the Q-Learning algorithm was 65 steps for the first test, 34 steps
for the second test, 60 steps for the third test, 91 steps for the fourth test, 49 steps for the
fifth test, and the average was 59.8 steps. The final path length of the Dyna-Q algorithm
was 38 steps for the first test, 38 steps for the second test, 38 steps for the third test, 34 steps
for the fourth test, 38 steps for the fifth test, and the average was 37.2 steps.

The Q-Learning algorithm was faster than Dyna-Q in terms of path search time,
and Dyna-Q selected shorter and simpler final paths than those selected by Q-Learning.
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Figures 11 and 12 show the learning pattern through the number of training steps per
episode. Q-Learning found the path by repeating many steps for 5000 episodes. Dyna-Q,
stabilized after finding the optimal path between 1500 and 3000 episodes. In both algo-
rithms, the maximum number of steps rarely exceeded 800 steps. All tests ran 5000 episodes
for each test. In the case of Q-Learning algorithm, the second test exceeded 800 steps 5 times
(0.1%) and fourth test exceeded 800 steps 5 times (0.1%). So, Q-Learning algorithm test
exceeded 800 steps at a total level of 0.04% in the five tests. In the case of Dyna-Q algo-
rithm, the first test exceeded 800 steps once (0.02%), third test exceeded 800 steps 7 times
(0.14%), fifth test exceeded 800 steps 3 times (0.06%). So, Dyna-Q algorithm test exceeded
800 steps at a total level of 0.044 % in the five tests. To compare the path search time and
the learning pattern result, we compared the experiment (e) of the two algorithms. The
path search time was 19.9 s for Q-Learning algorithm and 81.98 s for Dyna-Q. Looking at
the learning patterns in Figures 11 and 12, the Q-Learning algorithm learned by executing
200 steps to 800 steps per each episode until the end of 5000 episodes, and the Dyna-Q
algorithm learned by executing 200 steps to 800 steps per each episode until the middle
of the 2000 episode. However, the time required for the Dyna-Q algorithm is more than
75% slower than the Q-Learning algorithm. In this perspective, it has been confirmed that
Dyna-Q takes longer to learn in a single episode than Q-Learning.
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Subsequently, additional experiments were conducted by applying ‘dynamic reward
adjustment based on action’ to the Q-Learning algorithm. The path search time of this
experiment was 19.04 min for the first test, 15.21 min for the second test, 17.05 min for
the third test, 17.51 min for the fourth test, and 17.38 min for the fifth test. It took about
17.23 min on average. The final path length of this experiment was 38 steps for the first
test, 34 steps for the second test, 34 steps for the third test, 34 steps for the fourth test, and
34 steps for the fifth test. The average was 34.8 steps. The experimental results can be seen
in Figure 13, and it includes the experimental results of Q-Learning and Dyna-Q previously
conducted. In the case of the Q-Learning algorithm to which ‘dynamic reward adjustment
based on action’ was applied, the path search time was slightly faster than Q-Learning, and
the final path length was confirmed to be improved to a level similar to that of Dyna-Q.
Figure 14 shows the learning pattern obtained using the additional experiments compared
with the result of Q-Learning. There is no outstanding point. Figure 15 shows the path
found through the experiment of the Q Leaning algorithm applying ‘dynamic reward
adjustment based on action’ on the map.
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5. Conclusions

In this paper, we reviewed the use of reinforcement learning as a path optimization
technique in a warehouse environment. We built a simulation environment to test path
navigation in a warehouse environment and tested the two most basic algorithms, the Q
-Learning and Dyna-Q algorithms, for reinforcement learning. We then compared the exper-
imental results in terms of the path search times and the final path lengths. Compared with
the average of the results of the five experiments, the path search time of the Q- Learning
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algorithm was about 4.1 times faster than the Dyna-Q algorithm’s, and the final path length
of Dyna-Q algorithm was about 37% shorter than the Q-Learning algorithm’s. As a result,
the experimental results of both Q-Learning and Dyna-Q algorithm showed unsatisfactory
results for either the path search time or the final path length. To improve the results, we
conducted various experiments using the Q-Learning algorithm and found that it does not
perform well when finding search paths in a complex environment with many obstacles.
The Q-Leaning algorithm has the property of finding a path at random. To minimize this
random path searching trial, the target position was determined for movement, and the set
reward value was high around the target position,’ thus the performance and efficiency of
the agent improved with ‘dynamic reward adjustment based on action’. Agents mainly
explore locations with high reward values. In further experiments, the path search time
was about 5.5 times faster than the Dyna-Q algorithm’s, and the final path length was about
71% shorter than the Q-Learning algorithm. It was confirmed that the path search time
was slightly faster than the Q-Learning algorithm, and the final path length was improved
to the same level as the Dyna-Q algorithm.

It is a difficult goal to meet both minimization of path search time and high accuracy
for path search. If the learning speed is too fast, it will not converge to the optimal value
function, and if the learning speed is set too late, the learning may take too long. In this
paper, we have experimentally confirmed how to reduce inefficient exploration with simple
technique to improve path search accuracy and maintain path search time.

In this study, we have seen how to use reinforcement learning for a single agent and a
path optimization technique for a single path, but the warehouse environment in the field
is much more complex and dynamically changing. In the automation warehouse, multiple
mobile robots work simultaneously. Therefore, this basic study is an example of improving
the basic algorithm in a single path condition for a single agent, and it is insufficient to
apply the algorithm to an actual warehouse environment. Therefore, based on the obtained
results, an in-depth study of the improved reinforcement learning algorithm is needed,
considering highly challenging multi-agent environments to solve more complex and
realistic problems.
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