
applied  
sciences

Article

BlocklyXR: An Interactive Extended Reality Toolkit for
Digital Storytelling

Kwanghee Jung 1 , Vinh T. Nguyen 2,* and Jaehoon Lee 1

����������
�������

Citation: Jung, K.; Nguyen, V.T.; Lee,

J. BlocklyXR: An Interactive Extended

Reality Toolkit for Digital Storytelling.

Appl. Sci. 2021, 11, 1073. https://

doi.org/10.3390/app11031073

Academic Editor: Chang-Hun Kim

Received: 11 January 2021

Accepted: 22 January 2021

Published: 25 January 2021

Publisher’s Note: MDPI stays neu-

tral with regard to jurisdictional clai-

ms in published maps and institutio-

nal affiliations.

Copyright: © 2021 by the authors. Li-

censee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and con-

ditions of the Creative Commons At-

tribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Educational Psychology and Leadership, Texas Tech University, Lubbock, TX 79409, USA;
kwanghee.jung@ttu.edu (K.J.); jaehoon.lee@ttu.edu (J.L.)

2 Department of Information Technology, University of Information and Communication Technology,
Thai Nguyen 24000, Vietnam

* Correspondence: vinhnt@tnu.edu.vn or vinhnt@ictu.edu.vn

Abstract: Traditional in-app virtual reality (VR)/augmented reality (AR) applications pose a chal-
lenge of reaching users due to their dependency on operating systems (Android, iOS). Besides, it
is difficult for general users to create their own VR/AR applications and foster their creative ideas
without advanced programming skills. This paper addresses these issues by proposing an interac-
tive extended reality toolkit, named BlocklyXR. The objective of this research is to provide general
users with a visual programming environment to build an extended reality application for digital
storytelling. The contextual design was generated from real-world map data retrieved from Mapbox
GL. ThreeJS was used for setting up, rendering 3D environments, and controlling animations. A
block-based programming approach was adapted to let users design their own story. The capability
of BlocklyXR was illustrated with a use case where users were able to replicate the existing Palmi-
toAR utilizing the block-based authoring toolkit with fewer efforts in programming. The technology
acceptance model was used to evaluate the adoption and use of the interactive extended reality
toolkit. The findings showed that visual design and task technology fit had significantly positive
effects on user motivation factors (perceived ease of use and perceived usefulness). In turn, perceived
usefulness had statistically significant and positive effects on intention to use, while there was no
significant impact of perceived ease of use on intention to use. Study implications and future research
directions are discussed.

Keywords: blockly; digital storytelling; extended reality; GIS, remote sensing; visual programming;
computational thinking; technology acceptance model

1. Introduction

Virtual reality (VR) and augmented reality (AR) are emerging technologies that have
attracted researchers from a wide variety of fields in recent years [1–3]. VR enables
users to immerse themselves in a virtual environment that is isolated from the physical
world [4], while AR supplements the real world with augmented information [5]. They have
distinctive roles in helping users carry out certain tasks more efficiently. VR is often used
for simulation and training when the actual content/scenario in the real world is expensive
to design (e.g., visiting the inside of a volcano [6], practicing surgery and simulations [7],
examining a new house design [8], engaging in disaster response training [9]) or impossible
to recreate (e.g., ancient artifacts [10] or a military battle [11]). On the other hand, AR is more
focused on providing contextual information (e.g., annotations [12]), presentations [13],
mapping virtual objects with the physical world [14] (i.e., automatically situating an object
on the targeted floor).

Integrated development environments (IDEs) and software are typically used to create
VR/AR applications; these include Android Studio, XCode, and Unity3D [15]. Android
Studio is dedicated to producing applications for Android devices, while XCode is used for
Apple products. Unity3D can be considered as a general IDE that supports the proposed
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applications for both Android and iOS. These tools have many rich capabilities (or APIs)
to utilize functionalities of the targeted operating system, such as camera, accelerator,
motion, and device orientation, which provides huge opportunities in developing an
AR/VR application. However, using these tools requires a high level of expertise from
developers [15–17]. Part of the problem is due to the unstable nature of the operating
system and the incompatible API version [18], meaning that the application will crash,
stop working, or show black screen if the developed application is not built for the target
device and the operating system version. As such, developers should pay attention to
the features of the operating system for the device of interest. This kind of dependency
on a specific target device poses big challenges for users who want to create VR/AR
applications, especially when the applications are not compatible with their devices.

To alleviate the aforementioned issues, researchers have brought VR/AR to the web
with programming tools such as ARtoolkit [19], ThreeJS [20], A-Frame [21], or Baby-
lonJS [22]. These enable users to experience AR/VR regardless of the operating systems
they are using. Web-based VR/AR have rapidly emerged over the years and their capabili-
ties and applicability have been demonstrated in many studies [18,23–26]. The studies have
focused on providing a web environment for VR/AR programming, as well as enhancing
the usability with high fidelity and speeding up the rendering performance. For exam-
ple, the Khronos Group aimed to speed up the web’s processing time by defining a new
lightweight 3D model scheme (i.e., GLTF [27]) that is intended for the web environment.
ThreeJS provides a library to set up and manipulate the virtual environment and A-Frame
wraps up ThreeJS into components for users to shorten programming time in VR/AR
creation. However, interactions in web-based VR/AR are still limited, which is partly due
to the lack of input controls and accessibility to mobile device sensors from the browser.
To handle this issue, web extended reality (or WebXR) has been introduced as a new mech-
anism that enables developers to gain access to mobile sensors, thus providing users with a
huge opportunity to have the same experience as in-app applications. Although WebXR is
still under development and experimental progress, developers can incorporate its testing
features with the existing methods to develop an interactive extended reality application.

Unlike in-app VR/AR development, in which the IDE provides rich APIs available
for use, creating a web-based VR/AR application is a challenging task for developers, espe-
cially for general users who have no formal training in computer science and computing-
related fields. As such, there is a need to introduce a visual programming platform that can
help general users (enthusiasts, instructors, artists, or kids) to develop a VR/AR applica-
tion without advanced programming knowledge. To address this issue, some frameworks
and tools have been provided (e.g., AR Scratch [28], CoSpace [29], and VEDILS [30]) that
shift VR/AR creators from advanced programming skills to logical and computational
thinking skills by utilizing visual programming tools. Using these tools, general users
can create their own VR/AR applications by “dragging and dropping” the visual cues to
the appropriate place to form a logical flow for the program. These tools are gaining in
popularity, especially in the education sector, to inspire young learners in science, technol-
ogy, engineering, and mathematics (STEM). However, these tools still suffer from creating
dynamic spatial situated contents or imposing animations of 3D models in a given context.
That is, a series of 3D models’ actions or animations are often defined in another software
(e.g., Blender), which causes difficulties for users to use and manipulate/customize the
animations. As such, it is warranted to find a way to manipulate/customize animations
more efficiently in the browser to convey users’ ideas and stories. This paper introduces a
novel web-based visual programming interface for creating an extended reality application,
which enables general users to create a digital storytelling application with a block-based
programming toolkit.

2. Motivation and Research Aim

Motivated by the new presence of WebXR and inspired by the existing work of Scratch
and CoSpace, our aim with this research is to close the gap by providing developers, young
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learners, and enthusiasts with an interactive web environment in such a way that they can
create their own extended reality applications more efficiently. To our best knowledge, there
is no prior work in the literature focusing on this issue, which makes our work a unique
contribution. To meet this goal, we propose a novel visual programming toolkit, namely
BlocklyXR, that enables users to focus on designing a visual storytelling application rather
than writing a piece of code intensively. The contributions of our research are as follows:

• provide an interactive visual programming environment in which users can create a
VR/AR application;

• help users to examine their proposed WebXR with visual previewing content;
• support generating WebXR storytelling applications by providing a real-world 3D

map context;
• enable users to control 3D animations in the WebXR application;
• allow users to share their work with others through exporting the WebXR application;
• demonstrate the applicability of BlocklyXR by recreating an existing AR application

in geographic information science through the visual programming interface; and
• evaluate BlocklyXR toolkit using the technology acceptance model (TAM) with the

following hypotheses:

– Hypotheses 1 (H1). Perceived visual design positively influences perceived task tech-
nology fit.

– Hypotheses 2 (H2). Perceived task technology fit positively influences perceived ease
of use.

– Hypotheses 3 (H3). Perceived visual design positively influences perceived usefulness.
– Hypotheses 4 (H4). Perceived ease of use positively influences perceived usefulness.
– Hypotheses 5 (H5). Perceived ease of use positively influences intention to use.
– Hypotheses 6 (H6). Perceived usefulness positively influences intention to use.

The rest of this paper is organized as follows: Section 3 provides a review of existing
research that is related to our research. Section 4 outlines the methods for developing
our proposed block-based programming toolkit and portrays the tool’s design in detail.
Section 5 assess the tool application using the technology acceptance model. A few chal-
lenging issues are discussed in Section 6. Our paper is concluded in Section 7.

3. Related Work

As WebXR is relatively new, its use in combination with visual programming is scarce
in the literature. Thus, in this section, we briefly review similar work that used the same
tool and techniques with our research. The use of block-based visual programming has
been adapted in many different domains. Scratch [31] and MIT App Inventor [32] are the
popular visual programming environments that enable users to drag and drop visual cues
(also known as blocks) to form a logical program. The block-based paradigm was originally
attributed to Google Blockly [33]. One notable feature of Blockly is that it can run in a web
browser. As such, users can access the application without the need to install any required
library. The visual cues in Blockly can be linked or stacked on top of each other to form a
set of programming instructions (see example in Figure 1). The central value of Blockly is
its ability to transform the visual cues into many different programming languages (e.g.,
PHP, JavaScript, Dart, Lua, Python).

The idea of utilizing a block-based paradigm was presented in the work of Radu
and Blair [28], where the authors proposed an AR Scratch tool that enables kids to create
applications that blend real and virtual environments. In their approach, the Scratch
environment was customized and extended by offering an AR feature to the interface.
The external library (i.e., ARToolkitPlus) was adapted for detecting and tracking markers’
position and orientation. When the markers were detected, pre-defined images were
superimposed on top of the corresponding markers. The pilot study result demonstrated
that young learners were very motivated, and frequently returned to interact with the
toolkit even after the study was completed. A limitation noted by the authors was that the
integration of 3D models was not taken into account in the current Scratch environment
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because of its complexity in specifying relationships and interactions among different
3D objects.

Figure 1. Example of using visual cues to form logical operations.

Mota et al. [30] created an in-app AR tool called Visual Environment for Design-
ing Interactive Learning Scenarios (also known as VEDILS), mainly for Android users.
The Vuforia [15] package was adapted for image detecting, tracking, and positioning 3D
objects. Similar to Scratch, VEDILS took advantage of the Blockly library for generating
visual blocks. However, it offers more rich features such as hand gesture sensors and
electroencephalography (EEG) headsets.

In line with the previous research, Clarke [34] took a further step by extending VEDILS
to be capable of working on iOS devices. In total, 20 augmented reality primitive com-
ponents were defined as the basic 3D models for users to start with, including shapes
such as box, capsule, cone, and sphere, as well as text and 3D models. To help users get
familiar with the proposed tool, the author prepared a tutorial with instructions for the
visual interface and its components. The pilot study result demonstrated that participants
felt empowered by working with the proposed tool and were able to build their own AR
applications using the proposed AR components. It was also noted that this tool faced
the API incompatibility issue because it required iOS version 12+ to execute. Furthermore,
the features and functionalities, such as animations and movements, have not been devel-
oped in the current version. Another line of research utilizing VEDILS was introduced by
Ruiz-Rube et al. [35], where the researchers incorporated streaming data components for
programming in the context of the Internet Of Things.

ARcadia [36] is another visual programming interface that utilizes a block-based
paradigm for creating AR applications. It is an event-based programming architecture that
allows a series of events (or actions) to be evoked depending on the status of the fiducial
markers (e.g., visible or invisible). However, this toolkit has limited functionality in that it
supports the on or off buttons only.

The idea most comparable to our work was presented by Nguyen et al. [37], where
the authors utilized Blockly in conjunction with A-Frame [21] libraries in making an AR
application. In their work, forty-three visual cues are transformed into A-Frame compo-
nents. The toolkit can be considered as an abstraction of the A-Frame library. The proposed
toolkit was demonstrated through a use case and evaluated by a user experience study.
The study result showed positive feedback from the survey respondents on the usefulness
and applicability of the toolkit. The authors also discussed several limitations and the
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main technical issue was the lack of WebXR support. However, their work requires a huge
amount of effort to replicate in a similar setting in terms of web development.

Although there exist a number of tools, applications, and frameworks in the literature
for creating VR/AR applications [38–41], we here focus on the adaptation of block-based
programming language for producing general storytelling applications. To some extent,
the aforementioned works faced the same issues as their predecessors in being deployed on
a device with the lack of interactions in the AR environment or unstable marker detection
and tracking. On the other hand, our toolkit eliminates requiring a printed marker, removes
the issues with API incompatibility, and offers multiple interactions and animations of 3D
models in the blended environment.

4. Materials and Methods

BlocklyXR was developed using different JavaScript libraries. Specifically, Blockly
was used for setting up the visual programming interface and transcribing block into
JavaScript, ThreeJS [20] was used for controlling animations and rendering 3D environ-
ments, Mapbox GL JS [42] was included for previewing the real-world map as well as
retrieving elevation data for generating 3D terrain in VR/AR, and immersive WebXR [43]
was adapted for accessing devices’ sensor motions and orientations, as well as for floor
detection. A demonstration video of the proposed tool can be seen on YouTube [44].

The primary goal of BlocklyXR is to provide a visual programming environment in
which general users can create their extended reality applications and share them with
others. To meet this goal, we followed the design approach recommended by Munzner [45],
which suggests that the requirements of the proposed application should be classified
into tasks, then the visual design should be carried out to fulfill these tasks. The newly
proposed BlocklyXR tool had the following tasks:

• Task 1 (T1). Enable general users to create VR/AR applications with minimal effort.
• Task 2 (T2). Support users to retrieve and generate real-world data.
• Task 3 (T3). Allow users to examine and control 3D model animations.
• Task 4 (T4). Enable users to test their coding scheme on the visual interface.
• Task 5 (T5). Allow users to share VR/AR apps they have developed with others.

Based on the tasks laid out above, BlocklyXR was scratched with the following three
primary components: (1) the design editor, (2) the preview component, and (3) the utility
panel. Figure 2 illustrates the layout when users first use the tool. The following subsection
will describe each component in detail.

Figure 2. The main interface of BlocklyXR: (A) the utility panel, (B) the designing editor and (C) the preview component.
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4.1. The Design Editor

The design editor consisted of two parts (as depicted in Figure 2B): (1) the real-world
map panel and (2) the procedures editor. The objective of the first part was to enable users
to start their storytelling with contextual information achieved from real-world map data
(Task 2). From this map, users could search and select a point of interest; the selected
point could be used either for rendering the 3D terrain model or as a reference point for
positioning external 3D objects. Mapbox GL has a rich set of features that allow users to
view the world from a different perspective, such as street, satellite, or even world, with 3D
buildings; however, it does not support VR/AR features in the browser. Google Map and
Google Earth can be considered as alternatives for VR experience, but they lack open source
libraries/features available for developing AR. In other words, it is challenging to bring
the entire 3D contents of Mapbox/Google Map to AR. Thus, we used only the Mapbox
interface as a reference point and to acquire elevation data.

Figure 3 depicts the visual programming editor (Task 1) that was adopted from Blockly.
Each block was defined based on ThreeJS‘ objects/features. For example, when users used
the cube block with the attributes color, depth, height, and width, the translation to ThreeJs
could be described as “var cube = new THREE.Mesh(new THREE.BoxBufferGeometry(width,
height, depth), new THREE.MeshBasicMaterial(color: color))” or animation blocks were
translated into animation mixer, and so on. Currently, BlocklyXR supported 37 blocks that
defined the most commonly used objects, features, and animations in ThreeJS. Blocks were
classified into six categories depending on the types of objects and features. For example,
the components category included blocks that were attributed for general use such as
lighting, material, camera, position, rotation, or scale, and the primitives category contains
blocks that define 3D shapes such as ring, cube, cone, etc. The most interesting blocks
belonged to the actions and functions categories, where users started creating a storytelling
XR experience (Task 3). The blocks in these categories enabled them to perform a series of
actions such as moving objects from one location to another (based on real-world latitude
and longitude), controlling animations of objects during movement, or even displaying
text and playing audio.

Figure 3. The procedure editor from BlocklyXR.
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4.2. The Preview Component

Comparable to the stage area within the Scratch environment, where users could
see the outcomes of the program execution, the preview component empowered users to
experience their storytelling coding schemes in the 3D space (Task 4). Three inputs were
taken in this component to render the scene: (a) a specific location on the map (latitude
and longitude) for rendering the 3D terrain model, (b) an external 3D model (taken via the
upload button), and (c) JavaScript code from the coding editor to control animations of the
uploaded 3D object as well as positioning it on the 3D map. When users selected a point of
interest on the map, a pop-up window appeared to supplement information (i.e., lat, lon)
and show available functions (i.e., get point, generate terrain). Once the generated terrain
was triggered, the lat, lon reference points were sent to the Mapbox server to retrieve
remotely sensed data such as elevation data and satellite texture maps. The retrieved
elevation data were encoded into an RGB image. We extracted the elevation data from the
given image as follows:

height = −10,000 + ((R ∗ 256 ∗ 256 + G ∗ 256 + B) ∗ 0.1) (1)

where −10,000 is the base value of elevation above sea level and 0.1 is the meter height in-
crement that provides vertical precision necessary for cartographic and 3D applications [42].
Figure 4 illustrates our process for generating a 3D terrain model (Task 4).

Figure 4. The process of generating a 3D terrain model (c) from elevation data (a) and a satellite
map (b).

4.3. The Utility Component

While the preview component allowed users to see the thumbnail version of the
developing AR/VR application, the utility component enabled them to experience VR/AR
with their actual handheld devices. The application could be exported to either WebVR
or WebXR. With WebVR, users could view their developed storytelling content from the
first-person view (with a Google Cardboard headset), or the third-person view (using a
keyboard or touch controls to move around the scene). The WebXR option enabled users to
look at the 3D content through their device’s camera. Users could point their camera into
the floor to search for a flat surface. Once the floor was detected by WebXR, the developed
XR application was superimposed on the physical world. Users were then able to move
around and look at the scene from different perspectives. The layouts for VR and XR are
demonstrated in Figure 5 (Task 5), where users could upload to a repository and share
with others.
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Figure 5. The developed application can be exported to (a) WebXR view and (b) WebVR view.

4.4. A Use Case

This section portrays a use case where users could reproduce the existing application
in geographic information science by using BlocklyXR. The setting of this study was
retrieved from the work of Jung et al. [13,46], where the authors recreated the historic
battle of Palmito Ranch in Texas on 12–13 May 1865. This work also utilized A-Frame
and AR.js to make a 3D environment and superimpose virtual objects on the markers,
respectively. We chose this work for our study because the AR application had animations
and the moving elements of 3D objects within the scene. We did not bring other work into
consideration if the task simply showed the information. In spite of the fact that the AR
app (PalmitoAR) can fulfill the tasks the authors laid out, it was written in pure JavaScript
and hence required a tremendous amount of work to control every action and animation
in the scene. The PalmitoAR defined eight stages to be simulated and we transcribed one
stage into the action blocks as follows (the next stages were almost the same as the previous
ones): The Union army started moving from White Ranch toward Palmito to assault the
Confederate army—play audio, display a message, move the Union 3D models from a
marker to another marker, set animation of the Union models to “walking.” When the
Union wrapped up moving, set animation of the Union and Confederacy to “attack,” play
audio ”attack”.

Based on the perceptual conversation above, we could drag and drop the correspond-
ing blocks at their appropriate positions. Figure 6a illustrates the set of block instructions.
The process of constructing 3D models for the WebXR application can be briefly described
as follows: first, we used Adobe Fuse to build the basic shape of the characters including
body, clothes and shoes. The resulting model was exported in the .fbx format. Second, we
used Blender software to optimize and customize the model such as adding gun, sword or
modify some textures. Third, we used Mixamo-a free online character animation tool-to
generate each animation for the model. Fourth, these separated model animations (i.e.,
walking, running, firing, standing and idle) were combined into a single 3D character in
Blender. The combined model was exported in GLB format. Figure 7 illustrates the process
of constructing animated character ready for WebXR.

When running the extended VR/AR application based on the instructions we created,
our result could yield the same quality as the original version of PalmitoAR (as depicted in
Figure 6b).
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Figure 6. A use case using BlocklyXR to recreate the PalmitoAR [13] (a) visual coding and (b)
XR result.

Figure 7. The process of constructing animated character: (1) create a character with a T-pose, (2)
customize the model, (3) generate animations, and (4) combine animations and export to GLB format.



Appl. Sci. 2021, 11, 1073 10 of 19

4.5. Evaluation

The technology acceptance model [47] was adapted to evaluate the technology adop-
tion of BlocklyXR in our work. The TAM has been most commonly used to describe use
intentions and actual technology use with several extensions [48,49]. Perceived usefulness
and perceived ease of use are considered the most important factors in the TAM that
directly or indirectly explain the outcomes (intention to use, actual technology use). In the
extended TAM [50,51] the construct of task technology fit was integrated into the original
TAM model to investigate whether it has a positive effect on the key variables of user
motivation (perceived usefulness and perceived ease of use). The model asserted that the
proposed technology must be utilized and fitted with the tasks it underpins to achieve
significant impacts on users’ performance. Visual design is another construct utilized to
examine whether a layout will have impact on the customers’ retention through growing
trust and loyalty [52]. Verhagen et al. [53] pointed out that this variable has a positive effect
on perceived usefulness. In our study, we used the extended TAM model with two external
factors (task technology fit and visual design).

4.6. Research Model

The extended TAM model considered the following hypotheses for the technical
adoption of BlocklyXR: perceived visual design has a positive effect on perceived task
technology fit (H1), perceived task technology fit has a positive effect on perceived ease
of use (H2), perceived visual design has a positive effect on perceived usefulness (H3),
perceived ease of use has a positive effect on perceived usefulness (H4), perceived ease of
use has a positive effect on intention to use (H5), and perceived usefulness has a positive
effect on intention to use (H6). The proposed hypotheses were converted into the research
model as depicted in Figure 8, where each set of ellipses represents a construct in the
extended TAM and arrows represents the hypotheses from 1 to 6.

Figure 8. The conceptual research model where each set of ellipses represents a construct and an
arrow denotes a hypothesis.

4.7. Data Collection and Analysis

The Amazon Mechanical Turk (AMT) was utilized for data collection with Google
Form as an online survey instrument. Our study was affirmed by the university‘s Institu-
tional Review Board to recruit participants to take part in the survey. The survey was com-
prised of three parts: (a) a YouTube video that subjects were required to watch, (b) 20 Likert-
type questions for viewpoints and one open-ended question for comments/suggestions,
and (c) four questions to gather demographic information. In the first part, subjects were
asked to watch a demo application of our proposed toolkit on YouTube [44]. After watching
the video, participants were asked to answer to questions about their attitudes, comments,
and behavioral intention to use BlocklyXR with 5-point Likert scales (“strongly disagree
(1)” to “strongly agree (5)”) and one open-ended question. Table 1 appears the set of
items used to measure each construct. The final part inquired subjects to provide general
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information such as gender, English as a first language, age, and ethnicity. We had a re-
sponse of 82 participants from Amazon Mechanical Turk. Data were cleaned by removing
meaningless responses. After that, we had 73 respondents as valid cases for analysis.
Table 2 presents descriptive statistics of participants‘ demographic information: 73.97%
of the participants were male, 73.97% of the subjects reported English as a first language,
and their ages ranged from 23 to 55 (mean = 35.3). A majority of the participants were
Asian (57.53%), 30.14% were Caucasian, 5.48% were African American/Black, 2.74% were
American Indian/Alaska Native, and 2.74% were Hispanic.

Table 1. Construct and items.

Construct Source

Perceived Task Technology Fit

[54]

(TTF1) BlocklyXR (A visual programming interface) is adequate for a visual
programming toolkit to create extended reality experiences.
(TTF2) BlocklyXR is compatible with the task of controlling virtual objects.
(TTF3) BlocklyXR fits the task well (i.e., visual programming to create ex-
tended reality experiences).
(TTF4) BlocklyXR is sufficient for a visual programming toolkit to create
extended reality experiences.

Perceived Visual Design

[53](VD1) The visual design of BlocklyXR is appealing.
(VD2) The size of the 3D virtual objects is adequate.
(VD3) The layout structure is appropriate.

Perceived Usefulness

[55]

(PU1) Using BlocklyXR would improve my knowledge in visual program-
ming skills to create extended reality experiences.
(PU2) Using BlocklyXR, I would accomplish tasks more quickly (i.e., visual
programming to create extended reality experiences).
(PU3) Using BlocklyXR would increase my interest in a visual programming
toolkit to create extended reality experiences.
(PU4) Using BlocklyXR would enhance my effectiveness on the task (i.e.,
visual programming to create extended reality experiences).
(PU5) Using BlocklyXR would make it easier to do my task (i.e., visual
programming to create extended reality experiences).

Perceived Ease of Use

[55]

(PEU1) Learning to use the visual programming toolkit would be easy for me.
(PEU2) I would find it easy to get the visual programming toolkit to do what
I want it to do.
(PEU3) My interaction with the visual programming toolkit would be clear
and understandable.
(PEU4) I would find the visual programming toolkit to be flexible to inter-
act with.
(PEU5) It would be easy for me to become skillful at using the visual pro-
gramming toolkit.
(PEU6) I would find the visual programming toolkit easy to use.

Intention to Use

[55](BI1) I intend to use the visual programming toolkit in the near future.
(BI2) I intend to check the availability of the visual programming toolkit in
the near future.
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Table 2. General information about the participants.

Variable Category Number Percentage

Gender Male 54 73.97
Female 19 26.03

English as a First Language Yes 54 73.97
No 19 26.03

Ethnic heritage

Asian 42 57.53
Hispanic/Latino 2 2.74
Caucasian/White 22 30.14

American Indian/Alaska Native 2 2.74
African American/Black 4 5.48

Total 73 100

Generalized structured component analysis (GSCA) [56–58] was conducted to eval-
uate the proposed research model. GSCA is an approach to component-based structural
equation modeling and works well with a small sample size without requiring rigid dis-
tributional assumptions such as multivariate normality [59–61]. Web-based software for
GSCA was used for the analysis, available online at [62].

5. Results
5.1. Qualitative Analysis

Overall, we positive feedback from the participants on BlocklyXR’s usefulness and
applicability, as well as ease of use and capability. Along with the positive comments, we
also received constructive feedback for improvements such as presenting more detailed
explanations on the features of BlocklyXR–“More detailed tutorials may be needed”;
“I found that the elements of the toolkit (component, primitives, data, etc.) have not
been properly introduced. This is important as you are positioning this toolkit to be
used by people with little or no programming expertise”; and “needs to explain it better
for beginners using step-by-step instructions.” In terms of introducing 3D models with
animation into the scene, S31 stated that the toolkit “need[s] improvement in the characters.
They are not attractive” and “There could be more varied animations or characters to
choose from.” To address this issue, realistic and appealing 3D models might be utilized
for demonstration. The BlocklyXR video also needed to be improved, as indicated by S45:
“If duration of video time can [be] more than 3 min, it will be better” and “I think maybe
more instructions or sub-sessions of the video to explain various aspects of the tool might
be helpful.” We acknowledge that it is necessary to keep improving the tutorial video for
general users with more detailed instructions.

5.2. Quantitative Analysis

Table 3 shows the descriptive statistics for the items of the constructs. It can be seen
from the table that all the means of the TAM‘s measures were above the average point of 3,
and the standard deviations ranged from 0.466 to 1.281.

Table 4 presents the measures for internal consistency and convergent validity for
each construct. Dillon–Goldstein‘s rho was utilized to evaluate the internal consistency
reliability criterion for each construct. All the values ranging from 0.790 to 0.925 were
greater than 0.7, thereby exceeding the reliability estimate recommended in [56]. We
also assessed the average variance extracted (AVE) value of each latent variable to check
convergent validity. All AVE values ranging from 0.561 to 0.856 were greater than 0.5,
indicating a reasonable convergent validity [56].
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Table 3. Means and standard deviations of technology acceptance model (TAM)’s measures (N = 73).

Construct Item Mean SD

Perceived Task Technology Fit

TTF1 4.195 0.466
TTF2 4.260 0.764
TTF3 4.178 0.903
TTF4 4.014 0.979

Perceived Visual Design
VD1 4.096 0.945
VD2 4.151 0.892
VD3 4.110 0.936

Perceived Usefulness

PU1 4.055 1.066
PU2 4.055 0.970
PU3 4.041 1.060
PU4 4.178 0.991
PU5 4.123 1.013

Perceived Ease of Use

PEU1 4.068 0.933
PEU2 3.863 0.962
PEU3 4.068 1.045
PEU4 3.904 0.974
PEU5 4.068 0.918
PEU6 3.918 1.010

Intention to Use BI1 3.658 1.157
BI2 3.671 1.281

Table 4. Internal consistency and convergent validity.

Construct Item Dillon-Goldstein‘s Rho Average Variance Extracted

Perceived Task Technology Fit (TTF) 4 0.881 0.652
Perceived Visual Design (VD) 3 0.790 0.566
Perceived Usefulness (PU) 5 0.925 0.713
Perceived Easy of Use (PEU) 6 0.883 0.561
Intention to Use (BI) 2 0.920 0.852

Table 5 provides the loading estimates for the items in company with their standard
errors (SEs) and 95% bootstrap percentile confidence intervals (CIs) with the lower bounds
(LB) and the upper bounds (UB). The CIs were calculated utilizing 100 bootstrap samples.
For interpretation, a parameter estimate was assumed to be statistically significant at 0.05
alpha level if the 95% CI did not include the value of zero. The results showed that all the
loading estimates were statistically significant, indicating that all those items were good
indicators of the constructs.

The hypothesized model showed an overall goodness of fit index in GSCA (FIT) value
of 0.596, indicating that the model accounted for 59.6% of the total variance of all the items
and their corresponding constructs. Table 6 provides the estimates of path coefficients in
the structural model along with their SEs and 95% CIs. The results showed that visual
design had statistically significant and positive impact on task technology fit (H1 = 0.715,
SE = 0.064, 95% CI = 0.616–0.831). In turn, task technology fit had a statistically signif-
icant and positive influence on perceived ease-of-use (H2 = 0.597, SE = 0.109, 95% CI =
0.340–0.767). Visual design also had statistically significant and positive impact on per-
ceived usefulness (H3 = 0.492, SE = 0.118, 95% CI = 0.215–0.656). Moreover, perceived ease
of use had statistically significant and positive effect on perceived usefulness (H4 = 0.319,
SE = 0.120, 95% CI = 0.094–0.560), and perceived usefulness had statistically significant and
positive effect on intention to use (H6 = 0.604, SE = 0.140, 95% CI = 0.317–0.856). However,
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hypothesis H5 (perceived ease of use→ intention to use) was not supported due to the
presence of zero values in CIs.

Table 5. Estimates of loadings.

Estimate SE 95% CI_LB 95% CI_UB

TTF1 0.855 0.051 0.733 0.924
TTF2 0.655 0.079 0.486 0.778
TTF3 0.850 0.046 0.738 0.906
TTF4 0.852 0.035 0.766 0.900

VD1 0.885 0.027 0.816 0.920
VD2 0.530 0.162 0.167 0.756
VD3 0.795 0.068 0.666 0.882

PU1 0.836 0.049 0.723 0.898
PU2 0.784 0.070 0.615 0.866
PU3 0.898 0.031 0.815 0.934
PU4 0.827 0.057 0.658 0.888
PU5 0.872 0.034 0.790 0.925

PEU1 0.732 0.112 0.512 0.899
PEU2 0.857 0.059 0.686 0.924
PEU3 0.782 0.056 0.648 0.866
PEU4 0.762 0.067 0.607 0.871
PEU5 0.578 0.163 0.196 0.787
PEU6 0.756 0.075 0.568 0.880

BI1 0.897 0.032 0.807 0.938
BI2 0.948 0.017 0.903 0.977

Table 6. Estimates of path coefficients.

Estimates Std.Error 95% CI_LB 95% CI_UB

VD→ TTF 0.715 * 0.064 0.616 0.831
TTF→ PEU 0.597 * 0.109 0.340 0.767
VD→ PU 0.492 * 0.118 0.215 0.656
PEU→ PU 0.319 * 0.120 0.094 0.560
PEU→ BI 0.195 0.167 −0.111 0.554
PU→ BI 0.604 * 0.140 0.317 0.856

* statistically significant at 0.05 level.

6. Discussion

Our findings for the user experience study indicated that the hypothesized direc-
tional relationships among the constructs (research hypotheses) in the structural model
were supported, except the non-significant effect of perceived ease of use on intention
to use. The findings are in accordance with the previous literature on VR/AR applica-
tions [63–65] in that perceived usefulness as utilitarian value has a dominant effect on
intention to use, while perceived ease of use as hedonic value is secondary and mediated
by perceived usefulness. Notably, the decisive impact of perceived usefulness on intention
to use implies that BlocklyXR generates “utilitarian benefits” such as functional, instru-
mental, and practical benefits, rather than “hedonic benefits” like aesthetic, experiential,
and enjoyment-related factors [65].

Our user experience study has several limitations that should be addressed in future
research. The first limitation involves the procedure to collect users‘ responses. This
was due to the COVID-19 pandemic, which prevented us from conducting the study in
a face-to-face fashion. Participants were not able to use the toolkit directly at their own
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pace, which may have reduced the motivation to take part in the study. As such, more
rigorous user studies would be needed to evaluate the use and acceptance of BlocklyXR,
which would provide more reliable and valid responses. Second, the demo video used in
the study presented only an overview of the toolkit. Thus, a more detailed explanation of
the features of the toolkit would be needed with a series of tutorial videos. Last, we might
consider other factors contributing to the adoption and use of technology in future studies.
It would be particularly interesting to utilize the extended unified theory of acceptance and
use of technology [66,67]. That is, it would extend the TAM used in this study by assessing
the impacts of performance expectancy, effort expectancy, social influence, facilitating
conditions, hedonic motivation, price value, and habit on the technology adoption and
use, considering the moderating effects of participants’ individual differences (age, gender,
and experience) on relationship among the constructs.

During the development of BlocklyXR, we encountered several technical challenges
to be considered in future research. First, we used the open Mapbox API to get the
remotely sensed data such as elevation and the corresponding textures. Yet there exist
many different frameworks that provide similar features, e.g., Google Map Platform [68],
OpenStreetMap [69], and Cesium [70]. Some of these services even offer 3D views of the
environment with satellite images and 3D buildings [42,70]. These rich features can be
used in conjunction with head-mounted display devices, allowing users to experience the
real world in a virtual reality environment. Developers can also utilize these services to
build their own AR applications by customizing some 3D components, e.g., enhancing the
texture of the building to create TableTop AR [71], or adding new 3D models to the map for
3D storytelling or simulation [26]. However, existing applications often depend on either a
well-supported API library/package attributed to only some IDEs (Android Studio, XCode,
Unity) or their own method to render the 3D environment, which makes it difficult to
integrate them into a single system. From our point of view, the use of geographical data
for VR is quite mature now, at least to some extent from developers’ perspectives because
the spatial components in VR can be manipulated, and thus interactions are controllable.
When it comes to AR development, there are still some issues that should be taken into
account, such as the lighting conditions, the quality of the images captured by the camera,
or the power of the machine learning models that are capable of sensing and extracting as
much information as possible from the surrounding environment (e.g., object registration,
lighting estimation, distance estimation, flat surface detection, object recognition, pose
estimation), and the relationship formed either between the physical world and the virtual
environment or among multiple virtual spaces and the real world. As such, it is challenging
for AR developers to handle all of these issues at the same time, especially for the AR
web developers where supported libraries are still in the development/migration process
from well-developed packages. This is part of the reason why we started our toolkit from
scratch, or manually generated the terrains from elevation data.

Second, we point out that there are two different types of coordinate reference systems:
geographic coordinate systems (GCSs) and projected coordinate systems (PCSs) [72]. While
the former refers to coordinate systems that span the entire globe (e.g., latitude/longitude),
the latter is localized to minimize visual distortion in a particular region. For our proposed
toolkit, we are interested in a specific region where a particular event takes place, so PCS is
the preferable choice. In addition, the utility of elevation data for building a heightmap
is another reason to select PCS over GCS due to its visibility for users to avoid distortion.
On the other hand, GCS could be used in our toolkit when there is a need to extend digital
storytelling to a global scale (e.g., flight simulation, disease spread, World Wars I or II
simulation). Further research is warranted to investigate the use of GCS and its feasibility
for BlocklyXR.

Third, we emphasize the usefulness of our toolkit as a web-based interface for ex-
tended reality programming. Applications and frameworks have gradually shifted from
offline to online over the past decade. Popular applications such as Microsoft Office, Adobe,
and design tools have all migrated to the web, eliminating the need for users to install them
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locally. Web-based tools do not offer a full array of features compared to installed versions,
but they still have their unique place, as does our toolkit. The most challenging part is
how to evaluate the tool without the risk of exposing the intellectual property (or source
code and materials) before releasing it. A client-server framework can be a solution but it
requires migration as well as hosting/setting up a server. In this regard, WebAssembly [73]
could be a promising solution because this emerging framework provides a sandbox that
enclaves coding in an isolated environment; thus it can both protect users from malicious
programs and prevent unauthorized users from accessing the codes. We expect that over
the coming years, when face-to-face encounters are still restricted, research could explore
tools/techniques that can overcome the above issue.

Last, our toolkit does not support functions or models that are not available in the
ThreeJS libraries, since the mechanism of our toolkit works by translating visual cues to
ThreeJS‘s codes. However, we think that these provided functions are adequate for general
users whose jobs call for creating non-complicated VR/XR applications.

7. Conclusions

This paper presented BlocklyXR, a novel web-based visual programming interface
for creating an extended reality application. By integrating ThreeJS and XR library into
Blockly, BlocklyXR enables general users to create a digital storytelling application with a
block-based programming toolkit. The newly developed toolkit can be generalized and
extended to many different domains for digital storytelling with supported animation 3D
models. Following this approach, users can download free 3D models on the internet [74],
then apply animation to them through intermediate tools such as Mixamo and Blender,
which are described in detail by Jung et al. [13]. BlocklyXR would pave the way for many
potential applications where streaming and aggregated data from sensors reside in a host
server. The data can be retrieved, processed, and transformed into a meaningful graphical
representation, then integrated with the projected map. Applications in related fields may
include cultural heritage [75,76], archaeology [77], geovisualization [78], and tourism [79].
As described in the use case section on technical development, we illustrated the capability
of BlocklyXR with a use case where we were able to replicate the existing PalmitoAR
utilizing the block-based authoring toolkit with fewer efforts in programming. Participants
in the user experience study provided positive feedback, indicating that BlocklyXR would
be useful in learning visual programming and creating an extended reality application,
particularly for new learners and K-12 students. The findings on the technology adoption
of BlocklyXR using the extended TAM showed that visual design and task technology
fit had significantly positive effects on user motivation factors (perceived ease of use
and perceived usefulness). In turn, perceived usefulness had statistically significant and
positive effects on intention to use. However, there was no significant impact of perceived
ease of use on intention to use. This may imply that when using the interactive extended
reality toolkit, users are more focused on the utilitarian value (i.e., functional, instrumental,
and practical benefits) of the medium than the hedonic value (i.e., experiential, pleasure-
oriented benefits) [65,80]. A large-scale user experience study would be warranted to
further investigate the technical adoption and use of BlocklyXR.

Author Contributions: Conceptualization, V.T.N., K.J. and J.L.; data curation, V.T.N. and K.J.; formal
analysis, K.J. and V.T.N.; funding acquisition, K.J. and J.L.; investigation, V.T.N. and K.J.; methodology,
V.T.N. and K.J.; project administration, K.J. and J.L.; resources, V.T.N. and K.J.; software, V.T.N. and
K.J.; supervision, K.J.; validation, V.T.N. and K.J.; visualization, K.J. and V.T.N.; writing—original
draft, V.T.N. and K.J.; writing—review and editing, V.T.N., K.J. and J.L. All authors have read and
agreed to the published version of the manuscript.

Funding: This work was partially supported by a Texas Tech College of Education Competitive
Edge Grant.



Appl. Sci. 2021, 11, 1073 17 of 19

Institutional Review Board Statement: The study was conducted according to the guidelines of the
Declaration of Helsinki, and approved by the Institutional Review Board of Texas Tech University
(IRB2020-444).

Informed Consent Statement: Informed consent was obtained from all subjects involved in the study.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Arnaldi, B.; Guitton, P.; Moreau, G. Virtual Reality and Augmented Reality: Myths and Realities; John Wiley & Sons: Hoboken, NJ,

USA, 2018.
2. Ong, S.K.; Nee, A.Y.C. Virtual and Augmented Reality Applications in Manufacturing; Springer Science & Business Media:

Berlin/Heidelberg, Germany, 2013.
3. Kim, Y.; Kim, H.; Kim, Y.O. Virtual reality and augmented reality in plastic surgery: A review. Arch. Plast. Surg. 2017, 44, 179.

[CrossRef] [PubMed]
4. Sherman, W.R.; Craig, A.B. Understanding Virtual Reality; Morgan Kauffman: San Francisco, CA, USA, 2003.
5. Carmigniani, J.; Furht, B.; Anisetti, M.; Ceravolo, P.; Damiani, E.; Ivkovic, M. Augmented reality technologies, systems and

applications. Multimed. Tools Appl. 2011, 51, 341–377. [CrossRef]
6. Zhao, J.; LaFemina, P.; Wallgrün, J.O.; Oprean, D.; Klippel, A. iVR for the geosciences. In Proceedings of the 2017 IEEE Virtual

Reality Workshop on K-12 Embodied Learning through Virtual & Augmented Reality (KELVAR), Los Angeles, CA, USA, 19
March 2017; pp. 1–6.

7. Moody, L.; Waterworth, A.; McCarthy, A.D.; Harley, P.J.; Smallwood, R.H. The feasibility of a mixed reality surgical training
environment. Virtual Real. 2008, 12, 77–86. [CrossRef]

8. Xie, Y. Application of the Architectural Animation Virtual Technology in the Landscape Architecture Design. Cyber Secur. Intell.
Anal. 2019, 928, 339.

9. Sharma, S.; Devreaux, P.; Scribner, D.; Grynovicki, J.; Grazaitis, P. Megacity: A Collaborative Virtual Reality Environment for
Emergency Response, Training, and Decision Making. Electron. Imaging 2017, 2017, 70–77. [CrossRef]

10. Stanco, F.; Tanasi, D.; Allegra, D.; Milotta, F.L.M.; Lamagna, G.; Monterosso, G. Virtual anastylosis of Greek sculpture as museum
policy for public outreach and cognitive accessibility. J. Electron. Imaging 2017, 26, 011025. [CrossRef]

11. Liu, X.; Zhang, J.; Hou, G.; Wang, Z. Virtual reality and its application in military. In IOP Conference Series: Earth and Environmental
Science; IOP Publishing: Bristol, UK, 2018; Volume 170, p. 032155.

12. Bruno, F.; Barbieri, L.; Marino, E.; Muzzupappa, M.; D’Oriano, L.; Colacino, B. An augmented reality tool to detect and annotate
design variations in an Industry 4.0 approach. Int. J. Adv. Manuf. Technol. 2019, 105, 875–887. [CrossRef]

13. Jung, K.; Nguyen, V.T.; Yoo, S.C.; Kim, S.; Park, S.; Currie, M. PalmitoAR: The Last Battle of the US Civil War Reenacted Using
Augmented Reality. ISPRS Int. J. Geo-Inf. 2020, 9, 75. [CrossRef]

14. Norouzi, N.; Bruder, G.; Belna, B.; Mutter, S.; Turgut, D.; Welch, G. A systematic review of the convergence of augmented reality,
intelligent virtual agents, and the internet of things. In Artificial Intelligence in IoT; Springer: Berlin/Heidelberg, Germany, 2019;
pp. 1–24.

15. Linowes, J.; Babilinski, K. Augmented Reality for Developers: Build Practical Augmented Reality Applications with Unity, ARCore,
ARKit, and Vuforia; Packt Publishing Ltd.: Birmingham, UK, 2017.

16. Bernardes, S.; Madden, M.; Knight, A.; Neel, N.; Morgan, N.; Cameron, K.; Knox, J. A multi-component system for data
acquisition and visualization in the geosciences based on uavs, augmented and virtual reality. Int. Arch. Photogramm. Remote Sens.
Spat. Inf. Sci. 2018, XLII-4, 45–49. [CrossRef]

17. Gavish, N.; Gutiérrez, T.; Webel, S.; Rodríguez, J.; Peveri, M.; Bockholt, U.; Tecchia, F. Evaluating virtual reality and augmented
reality training for industrial maintenance and assembly tasks. Interact. Learn. Environ. 2015, 23, 778–798. [CrossRef]

18. Nguyen, V.T.; Hite, R.; Dang, T. Learners’ technological acceptance of vr content development: A sequential 3-part use case study
of diverse post-secondary students. Int. J. Semant. Comput. 2019, 13, 343–366. [CrossRef]

19. Kato, H. ARToolKit: Library for Vision-Based augmented reality. IEICE PRMU 2002, 6, 2.
20. Danchilla, B. Three.js framework. In Beginning WebGL for HTML5; Springer: Berlin/Heidelberg, Germany, 2012; pp. 173–203.
21. Mozilla. A Web Framework for Building Virtual Reality Experiences. 2019. Available online: https://aframe.io (accessed on 23

January 2020).
22. Moreau-Mathis, J. Babylon. js Essentials; Packt Publishing Ltd.: Birmingham, UK, 2016.
23. Nguyen, V.T.; Hite, R.; Dang, T. Web-Based Virtual Reality Development in Classroom: From Learner’s Perspectives. In Proceed-

ings of the 2018 IEEE International Conference on Artificial Intelligence and Virtual Reality (AIVR), Taichung, Taiwan, 10–12
December 2018; pp. 11–18. [CrossRef]

http://doi.org/10.5999/aps.2017.44.3.179
http://www.ncbi.nlm.nih.gov/pubmed/28573091
http://dx.doi.org/10.1007/s11042-010-0660-6
http://dx.doi.org/10.1007/s10055-007-0080-8
http://dx.doi.org/10.2352/ISSN.2470-1173.2017.1.VDA-390
http://dx.doi.org/10.1117/1.JEI.26.1.011025
http://dx.doi.org/10.1007/s00170-019-04254-4
http://dx.doi.org/10.3390/ijgi9020075
http://dx.doi.org/10.5194/isprs-archives-XLII-4-45-2018
http://dx.doi.org/10.1080/10494820.2013.815221
http://dx.doi.org/10.1142/S1793351X19400154
https://aframe.io
http://dx.doi.org/10.1109/AIVR.2018.00010


Appl. Sci. 2021, 11, 1073 18 of 19

24. Nguyen, V.T.; Jung, K.; Dang, T. Creating Virtual Reality and Augmented Reality Development in Classroom: Is it a Hype?
In Proceedings of the 2019 IEEE International Conference on Artificial Intelligence and Virtual Reality (AIVR), San Diego, CA,
USA, 9–11 December 2019; pp. 212–2125.

25. Nguyen, V.T.; Zhang, Y.; Jung, K.; Xing, W.; Dang, T. VRASP: A Virtual Reality Environment for Learning Answer Set
Programming. In International Symposium on Practical Aspects of Declarative Languages; Springer: Berlin/Heidelberg, Germany,
2020; pp. 82–91.

26. Jung, K.; Nguyen, V.T.; Diana, P.; Seung-Chul, Y. Meet the Virtual Jeju Dol Harubang—The Mixed VR/AR Application for
Cultural Immersion in Korea’s Main Heritage. ISPRS Int. J. Geo-Inf. 2020, 9, 367. [CrossRef]

27. Robinet, F.; Arnaud, R.; Parisi, T.; Cozzi, P. gltf: Designing an open-standard runtime asset format. GPU Pro 2014, 5, 375–392.
28. Radu, I.; MacIntyre, B. Augmented-reality scratch: A children’s authoring environment for augmented-reality experiences.

In Proceedings of the 8th International Conference on Interaction Design and Children, Como, Italy, 3–5 June 2009; pp. 210–213.
29. CoSpaces. Make AR & VR in the Classroom. 2020. Available online: https://cospaces.io/edu/ (accessed on 5 April 2020).
30. Mota, J.M.; Ruiz-Rube, I.; Dodero, J.M.; Arnedillo-Sánchez, I. Augmented reality mobile app development for all. Comput. Electr.

Eng. 2018, 65, 250–260. [CrossRef]
31. Resnick, M.; Maloney, J.; Monroy-Hernández, A.; Rusk, N.; Eastmond, E.; Brennan, K.; Millner, A.; Rosenbaum, E.; Silver, J.;

Silverman, B.; et al. Scratch: Programming for all. Commun. ACM 2009, 52, 60–67. [CrossRef]
32. Massachusetts Institute of Technology. MIT App Inventor. 2020. Available online: http://appinventor.mit.edu/ (accessed on 19

June 2020).
33. Inc, G. Blockly: A JavaScript Library for Building Visual Programming Editors. 2020. Available online: https://developers.

google.com/blockly (accessed on 5 April 2020).
34. Clarke, N.I. Through the Screen and into the World: Augmented Reality Components with MIT App Inventor. Ph.D. Thesis,

Massachusetts Institute of Technology, Cambridge, MA, USA, 2019.
35. Ruiz-Rube, I.; Mota, J.M.; Person, T.; Corral, J.M.R.; Dodero, J.M. Block-based development of mobile learning experiences for the

Internet of Things. Sensors 2019, 19, 5467. [CrossRef] [PubMed]
36. Kelly, A.; Shapiro, R.B.; de Halleux, J.; Ball, T. ARcadia: A rapid prototyping platform for real-time tangible interfaces.

In Proceedings of the 2018 CHI Conference on Human Factors in Computing Systems, Montreal, QC, Canada, 21–26 April 2018;
pp. 1–8.

37. Nguyen, V.T.; Jung, K.; Dang, T. BlocklyAR: A Visual Programming Interface for Creating Augmented Reality Experiences.
Electronics 2020, 9, 1205. [CrossRef]

38. Schez-Sobrino, S.; Vallejo, D.; Glez-Morcillo, C.; Redondo, M.Á.; Castro-Schez, J.J. RoboTIC: A serious game based on augmented
reality for learning programming. Multimed. Tools Appl. 2020, 79, 34079–34099. [CrossRef]

39. Rienow, A.; Lindner, C.; Dedring, T.; Hodam, H.; Ortwein, A.; Schultz, J.; Selg, F.; Staar, K.; Jürgens, C. Augmented Reality and
Virtual Reality Applications Based on Satellite-Borne and ISS-Borne Remote Sensing Data for School Lessons. Pfg-J. Photogramm.
Remote. Sens. Geoinf. Sci. 2020, 88, 187–198. [CrossRef]

40. Kersten, T.P.; Tschirschwitz, F.; Deggim, S. Development of a virtual museum including a 4D presentation of building history in
virtual reality. Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci. 2017, 42, 361. [CrossRef]

41. Esfahlani, S.S. Mixed reality and remote sensing application of unmanned aerial vehicle in fire and smoke detection. J. Ind. Inf.
Integr. 2019, 15, 42–49. [CrossRef]

42. Mapbox. Mapbox GL JS. 2020. Available online: https://docs.mapbox.com/mapbox-gl-js/api/ (accessed on 18 June 2020).
43. W3C Immersive Web Working Group. WebXR Device API. 2020. Available online: https://immersive-web.github.io/webxr/

(accessed on 18 June 2020).
44. Anonymous. BlocklyXR: Create a Storytelling with the Visual Mixed Reality Toolkit. 2020. Available online: https://youtu.be/

Gj2NmmL0hc4 (accessed on 20 June 2020).
45. Munzner, T. Visualization Analysis and Design; CRC Press: Boca Raton, FL, USA, 2014.
46. Nguyen, V.T.; Jung, K.; Yoo, S.; Kim, S.; Park, S.; Currie, M. Civil War Battlefield Experience: Historical Event Simulation using

Augmented Reality Technology. In Proceedings of the 2019 IEEE International Conference on Artificial Intelligence and Virtual
Reality (AIVR), San Diego, CA, USA, 9–11 December 2019; pp. 294–2943. [CrossRef]

47. Davis, F.D. A Technology Acceptance Model for Empirically Testing New End-User Information Systems: Theory and Results.
Ph.D. Thesis, Massachusetts Institute of Technology, Cambridge, MA, USA, 1985.
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