
applied  
sciences

Article

Hybrid Spine Simulator Prototype for X-ray Free Pedicle
Screws Fixation Training

Sara Condino 1,* , Giuseppe Turini 2 , Virginia Mamone 1, Paolo Domenico Parchi 3 and Vincenzo Ferrari 1

����������
�������

Citation: Condino, S.; Turini, G.;

Mamone, V.; Parchi, P.D.; Ferrari, V.

Hybrid Spine Simulator Prototype for

X-ray Free Pedicle Screws Fixation

Training. Appl. Sci. 2021, 11, 1038.

https://doi.org/10.3390/app11031038

Received: 28 December 2020

Accepted: 21 January 2021

Published: 24 January 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Information Engineering Department, University of Pisa, 56126 Pisa, Italy; virginia.mamone@unipi.it (V.M.);
vincenzo.ferrari@unipi.it (V.F.)

2 Department of Computer Science, Kettering University, Flint, MI 48504, USA; gturini@kettering.edu
3 1st Orthopaedic and Traumatology Division, Department of Translational Research and of New Surgical and

Medical Technologies, University of Pisa, 56124 Pisa, Italy; paolo.parchi@unipi.it
* Correspondence: sara.condino@unipi.it

Abstract: Simulation for surgical training is increasingly being considered a valuable addition to
traditional teaching methods. 3D-printed physical simulators can be used for preoperative planning
and rehearsal in spine surgery to improve surgical workflows and postoperative patient outcomes.
This paper proposes an innovative strategy to build a hybrid simulation platform for training of
pedicle screws fixation: the proposed method combines 3D-printed patient-specific spine models
with augmented reality functionalities and virtual X-ray visualization, thus avoiding any exposure to
harmful radiation during the simulation. Software functionalities are implemented by using a low-
cost tracking strategy based on fiducial marker detection. Quantitative tests demonstrate the accuracy
of the method to track the vertebral model and surgical tools, and to coherently visualize them in
either the augmented reality or virtual fluoroscopic modalities. The obtained results encourage
further research and clinical validation towards the use of the simulator as an effective tool for
training in pedicle screws insertion in lumbar vertebrae.

Keywords: surgical simulation; augmented reality; spine surgery; hybrid simulator; pedicle screws
fixation training; unity game engine

1. Introduction

Simulation is becoming an essential part of surgical training as it allows for repetitive
practice in a safe controlled environment whose complexity can be tailored to the trainee’s
expertise level and needs. Currently, there is a consensus among the orthopedic community
that the acquisition of trainees’ surgical skills should commence in a simulated training
environment prior to progression to the surgical room [1] in order to improve surgical
outcomes and patient safety.

Pedicle screws fixation, the gold standard among posterior instrumentation techniques
to stabilize spine fusion, is a technically demanding procedure which requires long training
to avoid catastrophic neurovascular complications due to screw misplacement. The risk
of misplacement, which is exacerbated by the complexity of the anatomy (e.g., deformity
of the spine together with dysplastic anatomy) can be very high, indeed literature studies
report an error rate of 10–40% [2,3].

This leads to the need of enriching traditional educational methods, largely based
on the Halstedian model “see one, do one, teach one” [4], with surgical training sessions
outside the operating theatre. According to the literature, cadavers are an effective medium
for teaching surgical skill outside the operating room due to their realism [5]; however,
their availability may be limited and their use has ethical, legal, and cost implications [6].

Since a few years ago, the use of three-dimensional (3D)-printed spine models has been
emerging as a low-cost, easy-to-handle, and store alternative which allows the overcoming
of ethical issues and/or legal constraints of training on cadavers [7].
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Today, 3D printing is playing an emerging role in the domain of orthopedic education,
allowing the development of high-fidelity anatomical reproductions which can be fruitfully
used to learn and understand the pathological anatomy, but also to plan a surgical proce-
dure, and to simulate surgical steps using real orthopedic instruments [8]. Furthermore,
patient specific 3D-printed spine models, obtained starting from computed tomography
(CT) images, overcome the intrinsic morphological constraints of cadavers. In fact, a user
may wish to rehearse a particular surgical case or anatomical variation, but it is unlikely to
find ex-vivo tissues that exhibit the desired pathology. Recent literature studies show that
life-size 3D-printed spine models can be an excellent tool for training beginners in the use
of free-hand pedicle screw instrumentation [9], enabling the training course administrator
to select the surgical case from a digital library of anatomical models, and to tailor the
simulation difficulty level to fit the needs of the learner [7].

3D printing of patient-specific models offers great benefits for surgical training and
rehearsal, and also overcomes limits of standard commercial mannequins which cover a
very limited range of individual differences and pathologies. However, a recent review [10]
on orthopedic simulation technologies suggests that “an ideal simulator should be multimodal,
combining haptic, visual and audio technology to create an immersive training environment”: this
highlights the need for further studies to develop “high-tech” simulators.

Virtual reality (VR) has been well-established as a learning and training tool [11]. An
interesting example of VR simulators available for spine surgery is the ImmersiveTouch
Surgical Simulation Suite for Spine Surgery [12] that provides surgeons the ability to visu-
alize 3D models of real patients, measure the exact dimensions of anatomical irregularities,
etc. The effectiveness of this VR simulator was tested by Gasco et al. in [13], who demon-
strated that it can effectively improve pedicle screw placement compared to traditional
(oral/verbal/visual) teaching. However, the availability of realistic haptic feedback is
the bottleneck in developing high fidelity VR simulators, especially in open surgery, and
conventional haptic interfaces are limited in the magnitude of the forces being rendered (so
they do not enable a realistic simulation of the surgical instruments/bone interaction) [14],
thus a hybrid approach based on 3D printing and augmented reality (AR) is promising to
overcome current technological limits [14].

Hybrid simulators combine physical anatomical models with virtual reality elements
by exploiting AR technologies to enrich the synthetic environment, for example: to visualize
hidden anatomical structures, and/or additional information to guide the surgical tasks
and to help the trainee [15,16].

For these reasons, in a previous work, we presented a patient-specific hybrid simulator
for orthopedic open surgery featuring wearable AR functionalities [14]. That simulator,
which uses the Microsoft HoloLens (1st gen) head-mounted display (HMD) [17] for an inter-
active and immersive simulation experience for hip arthroplasty training, received positive
feedback from medical staff involved in the study to evaluate visual/audio perceptions,
and gesture/voice interactions.

Head-mounted displays are increasingly recognized as the most ergonomic solution
for AR applications including manual tasks performed under direct vision like what
happens in open surgery; however, literature studies [18] highlight some possible pitfalls to
consider when using HMDs not specifically designed for the peripersonal space, to guide
manual tasks: the perceptual issue related to vergence-accommodation conflict (VAC) and
focal rivalry (FR) which hinder visual performance and cause visual fatigue [19], and the
physical burdening of wearing an HMD for a prolonged period of time. Indeed, the HMD
weight demands the forceful action of the neck extensors muscles to support and stabilize
the neck and maintain the posture [20]. For these reasons the simulation environment
should be carefully set up so that the virtual content appears in the optimal/comfort zone
for most of the simulation, and so that the head tilt is sustainable.

Furthermore, one should consider that the availability of an HMD during the sim-
ulation is a technological addon not coherent with the devices available in a traditional
surgical room. Other non-wearable AR-enabling devices deserve consideration to develop
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hybrid simulators for the training of image-guided surgical procedures, such as spinal
fluoroscopic-guided interventions, where the operator is constantly required to switch
attention between the patient and a monitor showing real-time fluoroscopic images of
the spinal anatomy. For these reasons, a traditional stand-up display appears the best
technological choice in terms of realism, since it is consistent with the equipment of a real
surgical scenario.

In this work we describe and test an innovative hybrid spine simulator consisting of
a torso mannequin with a patient-specific spine, and a PC with a traditional monitor to
render the scene generated by a software module. Specifically, this latter provides:

• A “Virtual X-Ray Visualization”, simulating X-ray images of the anatomy to train for the
uniplanar fluoroscopic targeting of pedicles without any exposure to harmful radiation.

• An “AR Visualization”, allowing the observation of the torso with overlaid virtual
content to assist in the implantation of the screws at the proper anatomical targets
(vertebral peduncles).

Fluoroscopic images simulation has been previously proposed by Bott et al. in [21]
to improve the effectiveness of C-arm training for orthopedic and reconstructive surgery.
Specifically, the system designed by Bott et al. can generate digitally reconstructed radio-
graphs based on the relative position of a real C-arm and a mannequin representing the
patient: a virtual camera is used to simulate the X-ray detector, providing views of a CT
volume (selected from a database containing surgical cases) from various perspectives. The
mannequin is not patient-specific, and it does not contain a replica of the bony structures
corresponding to the CT dataset. Moreover, the trainee can only interact with the man-
nequin to simulate different positioning of the patient on the surgical bed, without using
any surgical instruments.

In this work, the patient specific physical bone replica and virtual information are
consistent with each other, the trainee can interact with the spinal anatomy by using real
surgical instrumentations, and the simulated fluoroscopic images are updated according to
the current pose of the orthopedic tools and the positioning of each single vertebra.

2. Materials and Methods

This section describes both the design and development of the simulator hardware and
software components (in Sections 2.1 and 2.2), and its qualitative testing (in Section 2.3).

2.1. Hardware Components

The hardware components of the simulator include (Figure 1a): the spine phantom,
the surgical instruments, the camera and markers for tracking, a calibration cube, as well
as a desktop computer.

The spine phantom contains patient-specific vertebral synthetic models, generated by
processing CT datasets, and manufactured with a fused deposition modeling (FDM) 3D
printer (Dimension Elite 3D Printer Stratasys Ltd., Minneapolis, MN, USA and Rehovot,
Israel). The CT datasets are processed using a semi-automatic tool, the “EndoCAS Segmen-
tation Pipeline” integrated in the ITK-SNAP 1.5 open-source software [22], to generate the
3D virtual meshes of the patient vertebrae. Then, following the image segmentation, these
3D meshes are refined into printable 3D models, via the open-source software MeshLab [23]
by performing a few optimization stages (e.g., removal of non-manifold edges and vertices,
holes filling, and finally mesh filtering).

Acrylonitrile butadiene styrene (ABS) is used to manufacture vertebral models via
3D printing: this material is commonly employed for 3D printing in the orthopedic do-
main to replicate the bone mechanical behavior [24]. Mockups of intersomatic disks are
manufactured with a soft room-temperature-vulcanizing silicone (RTV silicone), modeled
to replicate the size and to maintain a mobility similar to the in-vivo human spine [25].
The spine mannequin is embedded in a soft synthetic polyurethane foam to simulate
paravertebral soft tissues, and a skin-like covering made of RTV silicone is added to allow
an accurate simulation of palpation and surgical incision (Figure 1b).
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Figure 1. (a, left) Overview of the final design of the simulator hardware components: a spine phantom, equipped with
markers for tracking, surgical tools with markers, two cameras for tracking, and a calibration cube. (b, right) The final
appearance of the 3D printed spine embedded in the soft synthetic foam and covered with a skin-like silicone layer.

Vertebrae tracking is necessary to update the Virtual X-Ray Visualization and the AR
Visualization accordingly to any vertebral displacement during the simulated surgical
intervention. The selected tracking strategy is based on the using of low-cost cameras
to reduce the total cost of the simulator. Cameras and markers’ positioning are chosen
considering both technical requirements and the consistency with a real surgical scenario.
ArUco markers [24], square (2 × 2 cm) fiducial markers composed of a binary matrix
(white and black) and a black border, are used for real-time tracking of anatomical models
and instrumentation.

Ad-hoc supports are designed to apply these planar fiducial markers on each vertebra,
allowing us to determine their real-time pose during the entire surgical simulation. Given
that the intervention is commonly performed with a posterior access, vertebral supports
are designed to emerge from the bottom side of the phantom (Figure 2a), so that they are
visible by a lateral camera (CamLat) which is used to track in real-time the pose of vertebrae.
An additional top camera (CamTop), opportunely calibrated with CamLat, is placed above
the phantom to acquire posterior images and then to offer AR views of the simulated
torso, to help the trainee in the identification of pedicles and implantation of screws (e.g.,
vertebra models or virtual targets showing the ideal trajectory for screw insertion). At the
same time, this second camera (CamTop) offers an additional point of view to track the
surgical instruments (e.g., pedicle access tool equipped with a trackable fiducial marker),
when they are not visible for the CamLat camera. The calibration between the reference
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systems of CamLat and CamTop is performed as described in Section 2.2.2 thanks to the
calibration cube.
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The cameras selected for the implementation of our application are the UI-164xLE
camera from IDS Imaging with a 1/3” CMOS color sensor (resolution 1280 × 1024 pixels).
The UI-164xLE is a compact USB camera with an S-mount adapter allowing the use of
small low-cost lenses, and it allows the user to set focus manually.

2.2. Software Architecture

In addition to the hardware components described in the previous paragraph, the
architecture of the simulator (represented in Figure 3) also comprises software components.
The latter have been developed using the Unity game engine [26], with OpenCV plugin for
Unity [27] to perform the video-based tracking necessary for the rendering in both the AR
Visualization and Virtual X-Ray Visualization.

As summarized in Figure 3, the software architecture includes the following modules:
ArUco 3D Tracking, Camera Calibration, Virtual X-Ray Visualization, AR Visualization, and
User Interface. The ArUco 3D Tracking module acquires images from the two cameras and
receives input parameters from the Camera Calibration module to model the projection
matrix of the two cameras. It runs image-processing steps allowing the Virtual X-Ray
Visualization module, and the AR Visualization module to, respectively, perform the proper
graphics rendering of the surgical scenario. Finally, the User Interface module allows the
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user to load the cameras’ intrinsics and to control both the visualization modules. Each
software module is described in detail in the following sections.
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with ArUco fiducial markers. The simulator also includes: the Camera Calibration module to model the projection matrix of
the two cameras; the ArUco calibration module to track the spine and the surgical instrumentations; the User Interface to
load the cameras’ intrinsics, to control the virtual C-Arm and the visualization modules, and to visualize the generated
images; the Virtual X-Ray and the augmented reality (AR) visualization module to generate and update the fluoroscopic
images and the AR view.

2.2.1. ArUco 3D Tracking

The ArUco library [28,29], a popular library for detection of square fiducial marker
based on OpenCV, is used for tracking purposes. ArUco marker tracking is based on image
segmentation to extract the marker region, contour extraction to extract the polygons in the
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interior of the marker images, identification of marker codes by the pre-defined dictionary,
and finally marker pose computation with the Levenberg–Marguardt algorithm [30].

The OpenCV undistort function is used to transform images acquired by the two
cameras (CamLat and CamTop) to compensate for lens distortion (mainly radial) according
to the distortion coefficients stored by the Camera Calibration module. Undistorted images
are then processed by the ArUco 3D Tracking module to determine the pose of each vertebra
and the surgical instrumentation.

The ArUco tracking expresses the pose of each marker according to the right-handed
reference system of OpenCV, whereas Unity uses a left-handed convention (the Y-axis
is inverted as shown in Figure 4): thus, a change-of-basis transformation is applied to
transform the acquired tracking data from OpenCV convention to Unity convention.
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Figure 4. Camera coordinate frame and image coordinate frame of the pinhole camera model in OpenCV and in Unity.
Both OpenCV and Unity assume that the camera principal axis is aligned with the positive Z-axis of the camera coordinate
system, but the OpenCV coordinate system is right-handed (the Y-axis is oriented downward) while the Unity coordinate
system is left-handed (the Y-axis is oriented upward). Moreover, in OpenCV, the origin of the image coordinate system is
the center of the upper-left image pixel while in Unity the origin of the image coordinate system is at the image center. This
picture also shows the coordinate system of the quad primitive used in Unity.

A moving average filter is then applied to denoise marker tracking: the number of
points in the average was empirically set to five to stabilize the marker pose with an
acceptable delay for real-time monitoring. Finally, a calibration procedure is performed:
indeed, the pose of markers on vertebra replicas and the pose of instrumentations are,
respectively, acquired in the CamLat and CamTop local reference system and they should be
expressed in the same global coordinate system. In this work, the global reference system
corresponds to CamTop local reference systems (see Figure 2). The roto-translation matrix
between the two reference systems is computed by the Camera Calibration module as
described in the following paragraph.

2.2.2. Camera Calibration

Cameras are modeled with the well-known pinhole camera model. Figure 4 depicts
the camera coordinate frame and image coordinate frame of the pinhole camera model in
OpenCV and in Unity.

An asymmetric checkerboard is used to estimate cameras’ intrinsic parameters offline
using the Camera Calibrator application of the MATLAB Computer Vision Toolbox™ [31]
based on the Zhang method [32]. The calibration process involves the detection of the
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checkerboard from at least 10 different viewpoints, and it is repeated until the reprojection
error is less than 0.15 pixels.

Once the calibration is completed, the results are saved in a text file (.txt
format), including:

• the horizontal and vertical focal length expressed in pixels (fx, fy);
• the coordinates of the principal point in pixels (cx, cy);
• two radial distortion coefficients (K1 and K2); and
• the input image size in pixels (Nx, Ny).

The Camera Calibration module of our software acquires these data and makes them
available to the ArUco 3D Tracking and the AR Visualization modules.

The Virtual X-Ray Visualization and AR Visualization modules require the pose of
vertebral models and instruments to be expressed in the same reference system. With this
aim, the Camera Calibration module also computes the extrinsic calibration consisting of
the roto-translation matrix between the reference systems of CamLat and CamTop. This
calibration is performed by acquiring the pose of a calibration cube with two ArUco
diamond markers (DiamondTop and DiamondLat) placed, respectively, on two adjacent
faces (Figure 2b). ArUco diamond markers are chessboards composed of 3 × 3 squares
with four ArUco fiducial markers, and they can be used for accurate pose computation
in all situations when the marker size is not an issue for the application. Each diamond
marker is represented by an identifier and four corners: these latter corners correspond
to the four chessboard corners and they are derived from the previous detection of the
four ArUco markers. The coordinate system of the diamond pose is in the center of the
diamond marker with the Z-axis pointing outward, as in a simple ArUco marker [33].

For this application, diamonds markers are printed in a size of 9 × 9 cm (the four
ArUco markers of a diamond marker measure 2 × 2 cm each). The calibration process
includes the following steps:

1. The calibration cube is positioned inside the field of view (FOV) of both cameras, and
CamLat and CamTop simultaneously acquire the diamond markers.

2. ArUco libraries are used to estimate the pose of each diamond marker in the reference
system of the corresponding tracking camera. We refer to the position vector from the

CamTop reference system to the origin of the DiamondTop reference system as
→

OTop,

while we use
→

OLat to denote the position vector from the origin of the CamLat reference
system to the origin of the reference system of the DiamondLat (see Figure 2b).

3. The position of the cube center is estimated in each camera reference system from the

position of the two diamond markers (
→

OTop and
→

OLat), the orientation of their Z-axis
(ẑTop, ẑLat) expressed in the tracking camera reference system, and the size (l) of the
ArUco Diamond marker according to Equations (1) and (2).

→
PTop =

→
OTop +

l
2

ẑTop (1)

→
PLat =

→
OLat +

l
2

ẑLat (2)

where
→

PTop is the position vector from the origin of the CamTop reference system to the

calibration cube center, and
→

PLat is the position vector from the origin of the CamLat
reference system to the calibration cube center.

4. Steps 1–2–3 are repeated at least three times moving the cube in the camera FOV to
collect two clouds of n-positions (n ≥ 3).

5. A rigid point cloud registration algorithm based on singular value decomposition
(SVD) is used to calculate the transformation matrix (TopTLat in Figure 2b) between
the reference systems of the two cameras from the collected clouds of positions (n-
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positions of the center of the calibration cube expressed in the reference systems of
the two cameras).

2.2.3. AR Visualization

The visualization of the AR scene requires configuration of the virtual camera using
the intrinsic parameters of the corresponding real camera to obtain the same projection
model and thus to guarantee the virtual–real matching. To do this in Unity, we used the
“Physical Camera” component that can simulate real-world camera attributes: focal length,
sensor size, and lens shift.

The lens shift (Sx, Sy) of a Physical Camera in Unity is a dimensionless value which
“offsets the camera’s lens from its sensor horizontally and vertically” [34] and it can be used
to model the principal point offset. This lens shift is relative to the sensor size, and it is
derived from the principal point coordinates expressed in pixels (cx, cy) and the input
image size in pixels (Nx, Ny), according to Equations (3) and (4).

Sx =
cx − Nx

2
Nx

(3)

Sy = −
cy −

Ny
2

Ny
(4)

A quad primitive is used to render the images acquired by the camera after undis-

tortion. The quad size is set as a multiple of the sensor size (W, H) and its position
→
O′ is

determined as in Equation (5), where k is the ratio between the quad size and the sensor size.

→
O′ =

 Sx Nx k
Sy Ny k

f k

 (5)

2.2.4. Virtual X-ray Visualization

This module generates realistic virtual fluoroscopic images of the current surgical
scene that comprises: the surgical tool, the patient-specific vertebrae, a virtual human body,
and a C-arm 3D model (the “Virtual C-Arm”). The pose of the vertebrae and the tool are
expressed in the same reference system thanks to the Camera Calibration module. The
human body (a standard 3D model, with size compatible with the patient-specific virtual
spine) is manually registered according to the anatomical correct positioning of the spine
The Virtual C-Arm is scaled to a realistic size (the source-to-detector distance, SDD, is 0.120
m as in [35]), and a “virtual isocenter” is placed at a distance of 0.64 m from the source
(source-to-isocenter distance, SID, of 0.64 m).

X-ray simulation is obtained through the implementation of a virtual camera (the
“X-ray Camera”), positioned at the Virtual C-Arm source. The FOV of the X-ray Camera
and its clipping planes are manually tuned according to the size of the Virtual C-Arm.

The X-ray beam projection of a C-arm device is commonly defined using two ro-
tation angles (Figure 5): the left/right anterior oblique (LAO/RAO) angle, α; and the
caudal/cranial (CAUD/CRAN) angle, β (in the literature, these are also referred to as the
angular and orbital rotation angles, respectively) [36]. A custom Unity script-component
was implemented to allow the user to rotate the Virtual C-Arm around its isocenter, adjust-
ing α and β values with keyboard inputs to obtain different image projections. Moreover,
this script also implements the Virtual C-Arm translation along the three main axes.

The X-ray Camera uses a custom replacement shader to render the vertebral meshes
and the tracked instrumentation: the “X-ray effect” is implemented with a colored, semi-
transparent shader, with no backface culling to also render polygons that are facing away
from the viewer (Figure 6).
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fluoroscopic image.

2.2.5. User Interface

The User Interface allows the user to load the cameras’ intrinsics, to control the Virtual
C-Arm, and to visualize the generated images. Moreover, the user can switch between
the calibration (Figure 7a) and the simulation application. During the simulation, the user
can turn on both the AR Visualization and the Virtual X-ray Visualization modalities at
the same time (Figure 7b), or activate the Virtual X-ray Visualization alone (Figure 6). The
Virtual X-ray Visualization allows the visualization of the Virtual C-Arm pose and the
corresponding simulated fluoroscopic image. The user can move the Virtual C-Arm (by
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adjusting the angular and orbital rotation angles and translating the Virtual C-Arm with
respect to the patient bed) via keyboard input.
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2.3. Simulator Testing

Quantitative tests were performed to evaluate the accuracy of both the AR Visual-
ization (that in turn gives information about the calibration of the two cameras), and the
Virtual X-Ray Visualization. Figure 8 illustrates the testing setup: the two cameras are held
in position by an articulated arm, and the vertebral models are assembled and inserted into
a support structure.
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Figure 8. Testing setup: (a, left) configuration of the two cameras and the spine model; (b, right) a
close-up of the spine model with 3D-printed spherical landmarks, and the trocar mockup.

2.3.1. Evaluation of the Camera Calibration and AR Visualization

Three fiducial spherical landmarks (2 mm in diameter) were added to each vertebra
model at known positions to evaluate the cameras’ calibration: one was positioned at
the vertebral body so that it is visible by the lateral camera (CamLat), and the other two
at the vertebral peduncle and the spinous process so that are visible by the top camera,
CamTop (Figure 8).

The VR models of landmarks were added to the AR scene for estimating the target
visualization error (TVE), thus evaluating the accuracy of the AR overlay (a similar proce-
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dure was adopted in [16] to evaluate the accuracy of a hybrid simulator). With this aim,
the vertebral models were moved in ten different positions, acquiring each time the AR
image of both virtual cameras.

More specifically, for each position, two images were captured from each virtual
camera. The first image was acquired with AR switched-off; therefore, this image contains
only the scene as viewed by the camera, without AR information. The second image was
acquired with AR switched-on, thus it also shows the virtual landmarks. This produced for
each camera two sets of corresponding images: we refer to the set with AR switched-off as
the “Real Set”, and to the set with AR switched-on as the “AR Set”. The correspondence be-
tween the Real Set and the AR Set guarantees an accurate modeling of the camera projection
models and their intrinsic and extrinsic calibration, which is a requirement for the realism
and fidelity of both the AR Visualization and the Virtual X-ray Visualization modalities.

The acquired sets were automatically processed to estimate the 2D target visualization
error (TVE2D), that is: the offset, expressed in pixels, between the virtual and real objects
in the image plane (i.e., the centroids of the virtual landmarks, and the corresponding real
3D-printed landmarks). The Real Set and the AR Set were processed in the hue–saturation-
value (HSV) color space that allows a robust segmentation even when the target objects
show non-uniformities in illumination, shadows, or shading [37]. The image processing,
performed in MATLAB, included the following steps:

1. Transformation from RGB to HSV color space.
2. Detection of the virtual landmarks in the AR Set (Figure 9a).
3. Detection of the 3D-printed landmarks in the Real Set (Figure 9b).

Appl. Sci. 2021, 11, x FOR PEER REVIEW  13  of  19 
 

 
(a)  (b) 

Figure 9. Examples of corresponding images of AR Set and Real Set from the CamTop view. (a, left) Image from the AR Set: 

the eight detected digital markers are circled in red, and a zoomed view of the first top left marker is provided. (b, right) 

Image from the Real Set: the detected 3D‐printed markers are circled in red with each region of interest (ROI) enclosed by 

a black‐edged square, and a zoomed view of the first top left marker is provided. 

Detected 2D positions were used to calculate the TVE2D, and subsequently to derive 

the TVE3D, a rough estimation of the visualization error in space at a fixed distance, ex‐

pressed in mm [39]. The TVE3D was estimated by inverting the projection equation as in 

Equation (6). 

𝑇𝑉𝐸ଷ஽ ൌ
𝑇𝑉𝐸ଶ஽ 

𝑘  

𝑍௖ 

𝑓
  (6)

In Equation  (6): ZC  is  the estimated working distance,  f  is  the camera  focal  length 

estimated in the calibration stage, and k is the scaling factor of the image sensor (number 

of pixels per unit of length). 

2.3.2. Evaluation of the Total Error 

Inaccurate tracking of surgical instrumentation is a source of error that can affect the 

realism and fidelity of the system, particularly of the Virtual X‐ray Visualization that sim‐

ultaneously shows the tracked vertebra and instruments. For this reason, we performed 

additional tests, using a mockup of a Jamshidi trocar (a tool for percutaneous pedicle can‐

nulation)  equipped with  an ArUco marker  (Figure  9)  to  estimate  the  total  error. We 

pointed the trocar tip at the vertebra landmarks under direct visual control, and we cal‐

culated the accuracy as the distance between the tracked tip position and the virtual land‐

mark. Targeting landmarks under direct visualization allowed us to minimize positioning 

inaccuracy due to the experience level of the experimenter, compared to targeting under 

Virtual X‐ray Visualization. 

The error was calculated as the projection of the Euclidean distance on the XZ‐ and 

XY‐ planes that coincide with the simulated anteroposterior and latero–lateral fluoroscope 

projections, respectively. 

3. Results 

The  target visualization errors  (both TVE2D and TVE3D) were estimated  for each 

spine pose for a total of: 40 measurements for the lateral camera, CamLat (4 markers de‐

tected in each of the 10 images); and 80 measurements for the top camera, CamTop (8 mark‐

ers detected in each of the 10 images). Table 1 summarizes mean (μ) and standard devia‐

tion (σ) values for each of the 10 images. 

Figure 9. Examples of corresponding images of AR Set and Real Set from the CamTop view. (a, left) Image from the AR Set:
the eight detected digital markers are circled in red, and a zoomed view of the first top left marker is provided. (b, right)
Image from the Real Set: the detected 3D-printed markers are circled in red with each region of interest (ROI) enclosed by a
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Virtual landmarks were detected with the circular Hough transform, using their di-
ameter as an input parameter. The Hough transform sensitivity was adjusted to detect all
the landmarks in the image (four markers for CamLat and eight for CamTop): an increase
in the sensitivity allows the detection of more circular objects, including weak and par-
tially obscured circles (however higher sensitivity values also increase the risk of false
detection) [38].

The knowledge of the virtual markers position derived from step 2 was used to
improve the robustness of step 3. Each 3D-printed landmark indeed was searched within a
region of interest (ROI) centered on the position of the corresponding virtual landmark.



Appl. Sci. 2021, 11, 1038 13 of 17

The ROI was segmented to identify the red areas through filtering on the hue (H) and
saturation (S) channels.

Detected 2D positions were used to calculate the TVE2D, and subsequently to derive
the TVE3D, a rough estimation of the visualization error in space at a fixed distance,
expressed in mm [39]. The TVE3D was estimated by inverting the projection equation as in
Equation (6).

TVE3D =
TVE2D

k
Zc

f
(6)

In Equation (6): ZC is the estimated working distance, f is the camera focal length
estimated in the calibration stage, and k is the scaling factor of the image sensor (number
of pixels per unit of length).

2.3.2. Evaluation of the Total Error

Inaccurate tracking of surgical instrumentation is a source of error that can affect
the realism and fidelity of the system, particularly of the Virtual X-ray Visualization
that simultaneously shows the tracked vertebra and instruments. For this reason, we
performed additional tests, using a mockup of a Jamshidi trocar (a tool for percutaneous
pedicle cannulation) equipped with an ArUco marker (Figure 9) to estimate the total
error. We pointed the trocar tip at the vertebra landmarks under direct visual control,
and we calculated the accuracy as the distance between the tracked tip position and the
virtual landmark. Targeting landmarks under direct visualization allowed us to minimize
positioning inaccuracy due to the experience level of the experimenter, compared to
targeting under Virtual X-ray Visualization.

The error was calculated as the projection of the Euclidean distance on the XZ- and
XY- planes that coincide with the simulated anteroposterior and latero–lateral fluoroscope
projections, respectively.

3. Results

The target visualization errors (both TVE2D and TVE3D) were estimated for each
spine pose for a total of: 40 measurements for the lateral camera, CamLat (4 markers
detected in each of the 10 images); and 80 measurements for the top camera, CamTop (8
markers detected in each of the 10 images). Table 1 summarizes mean (µ) and standard
deviation (σ) values for each of the 10 images.

Table 1. Mean (µ) and standard deviation (σ) of target visualization errors (TVE)2D and TVE3D values for each of the
10 poses.

Pos 1 Pos 2 Pos 3 Pos 4 Pos 5 Pos 6 Pos 7 Pos 8 Pos 9 Pos 10 Total

CamLat

TVE2D
(pixel)

µ= 8.1 9.1 10.1 10 6.5 8.8 7.4 7.5 5.5 6.6 8
σ= 7.7 7.8 9.9 9.2 5.5 9.2 8.4 8.5 6.1 6.4 4.1

TVE3D
(mm)

0.7 0.9 1 1 0.6 0.9 0.8 0.8 0.6 0.7 0.8
0.3 0.4 0.4 0.7 0.3 0.4 0.3 0.4 0.3 0.5 0.4

CamTop

TVE2D
(pixel)

5.9 6.5 4.9 4.7 4.5 6.6 6.6 3.9 4.1 6.8 5.5
2.8 3.8 3.2 3.6 1.2 3.4 3.2 2.2 2.2 3.1 3

TVE3D
[mm]

1.7 1.9 1.5 1.4 1.4 2 2 1.1 1.3 2 1.6
0.8 1.1 0.9 1.1 0.4 1 1 0.6 0.7 0.9 0.4

The total error was calculated for each vertebra (for a single spine pose), three times
for each of the landmarks (landmarks on the vertebral body, pedicle and spinous process)
for a total of 36 measurements. Table 2 summarizes mean (µ) and standard deviation (σ)
values for each vertebra.
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Table 2. Mean (µ) and standard deviation (σ) of the targeting error latero–lateral (LL) and anteropos-
terior (AP) projections.

Vertebra 1 Vertebra 2 Vertebra 3 Vertebra 4 Total

Targeting
Error

LL
(mm)

1.9 2.2 2.1 2.1 2.1
0.8 0.6 1.1 1.3 1.0

AP
(mm)

2.5 1.7 1.6 1.8 1.9
0.5 0.8 0.4 1.4 0.9

The obtained TVE3D and targeting errors confirm the feasibility of the proposed
strategy to track the vertebral models/surgical tools, and to coherently visualize them both
in AR Visualization mode and in Virtual X-ray Visualization as an aid for the training of
pedicle screw implantation in lumbar vertebrae. The errors are indeed lower than half the
size of lumbar pedicle radius which, according to [40], is 6.4–6.5 mm for L1 (left and right
pedicle, respectively) increases from L1 to L4, and increased sharply at L5 reaching a mean
size of 17.5–17.7 mm (left and right pedicle, respectively).

The TVE3D of the CamTop is an estimation of the error in the registration of vertebral
models in the global (CamTop) reference systems (Vertebra Registration Error). As for the
targeting error we should consider the following sources of error: Vertebra Registration
Error, error in the localization of the ArUco marker used to track the surgical tool in the
global (CamTop) reference system, inaccuracy of the users in the alignment of the tool tip
with the marker, and finally the error in the tool calibration.

The instrument calibration is required to infer the pose of the tool tip from the pose of
the detected marker. In this study, we used a built-in marker to track the trocar mockup
and we derived the calibration matrix from the CAD (computer-aided design) project; a
procedure such as the pivot calibration [41] can be used instead for localizing a real surgical
tool using a marker whose relative pose with the respect to the tool tip is unknown a
priori. Given the obtained TVE3D and targeting error we can assume that, even using
a real surgical tool, the final accuracy of the system would be enough for the proposed
application (screw implantation in lumbar vertebrae).

Figure 10 illustrates the simulated lateral (Figure 10a) and anterior–posterior (Figure 10b)
fluoroscopic view of the spine during the targeting of one marker with the Jamshidi trocar
mockup. The corresponding actual positioning of the trocar is shown by the images captured
by the lateral (CamLat) and the top camera (CamTop). For these experiments, the “X-ray”
shader was applied only to the vertebral models while a standard opaque material was used
for the landmarks and the instrument model for a better visualization of their pose.
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Figure 10. Two screenshots of the User Interface during the targeting of a landmark with a trocar mockup. (a, left) The
pose of the Virtual C-Arm is adjusted to simulate a lateral fluoroscopic image. (b, right) The pose of the Virtual C-Arm is
adjusted to simulate an anterior–posterior fluoroscopic image.
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4. Discussion and Conclusions

A recent literature review on orthopedic surgery simulation highlights the need for
“high-tech” multimodal simulators allowing the trainees to develop visuospatial awareness
of the anatomy and a “sense of touch” for surgical procedures. Starting from these consid-
erations, in a previous study we have presented a hybrid simulator for open orthopedic
surgery using the Microsoft HoloLens [14]. Although HDMs represent an ideal solution
to develop an immersive training environment for open surgery, other non-wearable
AR-enabling devices deserve consideration to develop hybrid simulators for training of
image-guided surgical procedures such as spinal fluoroscopic guided interventions. For
this reason, in this work we present and technically test a prototype of an innovative hybrid
spine simulator for pedicle screws fixation, based on the use of a traditional stand-up
display, that is consistent with the equipment of a real surgical scenario and thus appears
the best technological choice in terms of realism.

The proposed strategy to build the spine simulator takes advantage of:

• patient-specific modeling to improve the realism of the simulated surgical pathology;
• rapid prototyping for the manufacturing of synthetic vertebral models;
• AR to enrich the simulated surgical scenario and help the learner to carry out the

procedure;
• VR functionalities for simulating X-ray images of the anatomy to train for the uniplanar

fluoroscopic targeting of pedicles without any exposure to harmful radiations.

Fiducial markers are used to track in real-time the position of each vertebra (which
can move relative to adjacent vertebrae to simulate the mobility of the human spine) and
surgical instrumentation. Two calibrated cameras, arranged in an orthogonal configuration,
are proposed to track the vertebral models (lateral camera) and to track the instrumentation
and produce an AR view of the simulated torso (top camera). A simulated virtual C-arm
is used to generate synthetic fluoroscopic projections, using a simple approach based on
shader programming to achieve an “X-ray effect”.

Quantitative tests show that the proposed low-cost tracking approach is accurate
enough for training in pedicle screws insertion in lumbar vertebrae.

Future studies will improve the robustness of the simulator, involving clinicians to
test the system and define the best positioning of the cameras (an ad-hoc support structure
will be designed to hold in position the two cameras), fiducial markers, and lights so that
the accuracy is maximized and, at the same time, the tracking set-up (camera, markers and
lights) does not hinder the surgeon’s movements and manipulation of the instruments.
To this end, the proposed tracking strategy that is based on the optical tracking of the
passive markers, is advantageous compared to other techniques using wired sensors (e.g.,
electromagnetic sensors). On the other hand, the selected tracking approach can fail due to
marker occlusions: in our simulator, this is particularly true for the markers placed on the
instruments. However, for our application, continuous instrument tracking is not necessary
because, even in the real surgical workflow, fluoroscopic imaging is not continuous but
intermittent to minimize the radiation dose to the patient.

In the future, Face Validity, Content Validity, and Construct Validity tests will be
performed for a complete assessment of the proposed simulator for training in pedicle
screws insertion.
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