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Abstract: Recommender systems have become an essential part in many applications and websites to
address the information overload problem. For example, people read opinions about recommended
products before buying them. This action is time-consuming due to the number of opinions available.
It is necessary to provide recommender systems with methods that add information about the
experiences of other users, along with the presentation of the recommended products. These methods
should help users by filtering reviews and presenting the necessary answers to their questions about
recommended products. The contribution of this work is the description of a recommender system
that recommends products using a collaborative filtering method, and which adds only relevant
feedback from other users about recommended products. A prototype of a hotel recommender
system was implemented and validated with real users.
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1. Introduction

Recommender systems have become an essential part in many e-commerce sites,
entertainment sites, tourism applications and others to address the problem of information
overload [1,2]. Currently, these systems automatically present products, services, content
or information that may be of interest to users [1–4]. Most recommender systems rely on
the historical ratings of users to obtain a list of preferences. Despite being widely used,
these systems suffer from the problem of scarcity of data when users do not explicitly
provide feedback on the recommendations received [2,3].

In recent years, new trends and proposals have emerged to improve the effectiveness
of recommendation algorithms by improving their methods or exploring new sources of
information to obtain user preferences [1,3,4]. Currently, machine learning methods are
used to process the huge preference matrices. These methods operate as black boxes that
generally receive numbers as input information and output other numbers that represent
predictions of preferences on the items to be recommended [3,5].

Although in currents recommender systems such as those used by Netflix, Amazon,
Booking.com and others, users receive only relevant products as recommendations, these
users review the opinions of others before accepting the recommended product.

Generally, opinions regarding a given product are numerous and a user can spend
hours looking for relevant information. The objective of this work is to present opinions
relevant to a particular recommended product. Specifically, once the product has been
recommended, the most relevant excerpts are retrieved from the opinions of other users
to help the user in the process of deciding whether to accept the recommended product.
For example, Netflix recommends movies, but users like to read the opinions of others
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before watching recommended movies. These sentences contain information about the
experiences of other users who have seen the movie, i.e., feelings, context, target users and
general evaluations of the film.

The contribution of this work is a recommender system that recommends products
using any collaborative filtering method, and presents only relevant opinions from other
users about the recommended product. A prototype of a hotel recommender system was
implemented.

The rest of the article is structured as follows. A survey to obtain information from
user opinions is discussed in Section 2. Related works are presented in Section 3. Section 4
presents a previous work used in our present proposal. Section 5 shows the recommen-
dation method proposal in which information about relevant user experiences of the
recommended items is added. A case study to validate the proposal is detailed in Section 6.
Finally, in Section 7, a conclusion and future work are presented.

2. Survey

A survey was conducted to determine whether users read opinions, even if a product
has been recommended to them. The survey was conducted with 350 people from different
countries, such as Spain, Colombia, Argentina, Brazil, Portugal, Italy, France, Belgium,
Chile, Uruguay and England. Ten questions were asked, as shown in Table 1.

Table 1. Questions and results of the survey of users of recommender systems.

Question Response Value Result

1. Do you use platforms that recommend products, hotels,
movies or other services or information? Yes/No 99%

2. Name the platforms you use Free text
Netflix, Amazon, Booking, AirNbn,
Facebook, Istagram, Mercado Libre,
Pinterest, Spotify,

3. Do you read the opinions of other users when you receive
movie recommendations from these platforms? Yes/No 91%

4. Do you read the opinions of other users when you receive
product recommendations from these platforms? Yes/No 98%

5. Do you read the opinions of other users when you receive
hotel recommendations from these platforms? Yes/No 99%

6. Do you read the opinions of other users when you receive
recommendations of places to travel from these platforms? Yes/No 99%

7. Do you read the opinions of other users when you receive
restaurant recommendations from these platforms? Yes/No 99%

8. Do you read the opinions of other users when you receive
recommendations for leisure or entertainment activities from
these platforms?

Yes/No 99%

9. How long does it take you to read opinions of recommended
products? Describe the average time.

Time in hours,
minutes and seconds

1.50 h (Total average time from
all surveyed)

10. Why do you read the opinions of recommended products? Free text

- To learn about the quality of
the product
- To determine if the article is really
useful for your needs
- To determine whether the seller is
honest about the functionality of
the product
- To learn about the experiences that
other buyers had
- To learn about the negative
characteristics of the product
- To learn about the context or
conditions of use
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The results presented in the table show that 98% of respondents read reviews of
recommended products before buying. Specifically, 91% read movie reviews on the most
popular streaming platforms and 99% rely on the opinions of other users before booking a
hotel, restaurant or leisure activity. In the survey, users were asked about the amount of
time they spend searching for and reading reviews of recommended products. The average
time is 1.50 h. Participants in the survey noted that they spend around15 min reading
movie reviews to 4 h reading reviews of hotels and leisure activities. Analyzing the reasons
for reading the opinions of recommended products, they were grouped and summarized
as follows: to learn about the quality of the product; to determine if the article is really
useful for your needs; to determine whether the seller is honest about the functionality
of the product; to learn about the experiences that other buyers had; to learn about the
negative characteristics of the product; and to learn about the context or conditions of use.

To summarize the results of the survey, we highlight that:

1. People who use platforms where products are recommended read opinions regarding
recommended products before buying them.

2. For each recommended product, they spend up to 1.5 h reading opinions.
3. They read user feedback to learn about the conditions of use of the product, the

quality of the product, the reliability of the seller, to obtain a general overview of the
product, to learn about the negative characteristics of the product, among others.

4. It is necessary to provide recommender systems with methods that present informa-
tion about the experiences of other users along with the presentation of the product
itself. These methods should help users by filtering reviews and presenting only the
necessary information.

3. Related Works

Currently, information generated by users is being explored and linked to recommen-
dations either by expanding the filtering method or as an alternative method to solve the
problem of data scarcity. For example, in [6], long short-term memory (LSTM) is used to
extract relevant aspects of user reviews. The authors of that study define three types of
sentences, i.e., those that contain context words, those that contain words associated with
the characteristics of the item, and those that contain polarization words (good, bad, etc.).
Mutual information mechanisms are used to integrate the different classes into a single,
final opinion. Gradient reinforcement learning is used to minimize errors. A framework
based on deep learning is proposed in [7] to generate explanations of recommendations
from reviews about target items. The proposal was validated with data from Amazon.com.
The incorporation of opinions in the recommendation system, as a means of providing
additional feedback, is proposed in [8]. A comparison of various collaborative filtering
methods demonstrated that the value decomposition (SVD), non-negative matrix factor-
ization (NMF), and SVD ++, used with a combination of explicit user ratings as well as
ratings derived from opinions, improves the effectiveness of recommender systems. In [9],
a methodology to obtain explanations of recommended items is proposed. The most rele-
vant aspects discussed in the opinions are obtained. Then, positive sentences associated
with those aspects are retrieved. Finally, a template is filled out with positive information,
which is then presented to users as a justification of why they should obtain the item in
question. Natural language processing techniques are used. In [10], the authors analyzed
opinions to generate explanations of recommendations using a multilevel dynamic pro-
gramming algorithm called Deep Explicit Attentive Multi-View Learning (DEAML), in
addition to predicting the ratings from opinions. A recurrent neural network to generate
explanations of recommendations from textual and visual information is used in [11]. The
authors of that study presented which ever aspect of an image they focused on to make
recommendations. The authors in [12] proposed a multiple view recurrent neural network
model for sequential recommendations in which a matrix representing the user’s ratings is
multidimensional, containing information from different sources, including user opinions.
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In [13], a thoughtful, aspect-based recommendation model that effectively captures the
interactions between aspects extracted from reviews is presented.

In recent years, popular services such as Netflix have applied matrix factorization
methods to make recommendations. Matrix factorization has been shown to be effective
for processing large amounts of information, but ascarcity of data makes it deficient [14,15].
Explicit user feedback to predict ratings is increasingly difficult to obtain. Works related
to obtaining implicit feedback from users have emerged as a solution to this problem [16].
Generally, the text is transformed into a numerical value to be treated as an explicit
rating in collaborative filtering matrices. This action generates uncertainty and error in
the transformation of a large amount of text to a single numerical value [17]. A matrix
factorization method that uses implicit user information was proposed in [18]. The implicit
information comes from a list of products that have been viewed by a user, who went on
to view a target product. In [19], an implicit rating value is attributed to the usefulness of
a given opinion; the authors of that study propose a neural attentional regression model
to predict more precise ratings. In [20], rating sare generated by combining explicit and
implicit feedback, and a probabilistic matrix factoring model is used to predict that rating.
Explicit feedback is when a user rates an item, and when other users indicate that that
the opinion was useful. The search history is considered implicit feedback. In [21], two
matrices were constructed. One contains explicit negative feedback and the other the
viewing history as implicit feedback. A neural model was used to predict ratings.

Based on our analysis of the related works, it was concluded that opinions may be
used to obtain additional ratings about items, or to explain the reasons for recommending
certain products. However, no research was found presenting explicit answers to questions
such as the following: Is the product useful? Does it have a defect? In what situations is it
usable? Is it for everyone? These questions are what users ask themselves when reading
product opinions before purchasing.

4. Previous Works

In our previous work [22], a method to retrieve relevant sentences from opinions was
defined. A set of categories to group relevant sentences was established, as well as a set of
rules to classify sentences into these categories. The defined categories were:

Definition 1. Evaluation: Information to evaluate the item or parts of it.

Definition 2. Sensation: Information that represents the effect, sensation or emotion caused by the
item to the user.

Definition 3. Recommendation: Information where the user suggests or recommends the item and
considers it advantageous, beneficial, adequate or timely for useonsome occasion or situation.

Definition 4. Target users: Information about people, animals, entities, etc. that are related to the
user or item and those whoparticipated in the experience.

This kind of information answers the questions posedby users before buying an item,
as can be concluded from the survey we carried out. The set of rule defined in [22] is
the following:

• R1. wi = “for” or “ for” + nou. person or “to” + verb. motion -> Recommendation
• R2. Syntactic_cat (wi) = Ad. all -> Evaluation
• R3. Syntactic_cat (wi) = verb. emotion -> Sensation
• R4. Syntactic_cat (wi) = verb. perception -> Sensation
• R5. Syntactic_cat (wi) = verb. change. -> Sensation
• R6. Syntactic_cat (wi) = nou. artifact -> Recommendation
• R7. Syntactic_cat (wi) = noun. location -> Recommendation
• R8. Syntactic_cat (wi) = verb. weather -> Recommendation



Appl. Sci. 2021, 11, 11890 5 of 14

• R9. Syntactic_cat (wi) = verb. motion -> Recommendation
• R10. Syntactic_cat (wi) = verb.communication -> Recommendation
• R11. Syntactic_cat (wi) = noun.communication -> Recommendation
• R12. Syntactic_cat (wi) = noun. act -> Recommendation
• R13. Syntactic_cat (wi) = verb. consumption -> Recommendation
• R14. Syntactic_cat (wi) = noum. time -> Recommendation
• R15. Syntactic_cat (wi) = verb. social, -> Recommendation
• R16. Syntactic_cat (wi) = noun. congnition -> Recommendation
• R17. Syntactic_cat (wi) = nou. person -> Target_User
• R18. Syntactic_cat (wi) = noun. group -> Target_User
• R19. Syntactic_cat (wi) = noun. animal -> Target_User

In the present work, the rules are only used to retrieve relevant sentences concerning
recommended products.

5. Proposal: A Recommender System That Recommends Products and a List of
Relevant Sentences from User Reviews

A process that, upon receiving a query from a user, recommends an item and retrieves
the most relevant user experiences from user reviews is proposed. Reviews can contain
many sentences that are not relevant. Figure 1 presents the process proposed to achieve
this purpose.

Figure 1. Recommending items and sentences containing relevant user experiences.

The user enters a query into the system. Then, recommended items are obtained
through a CF method. The ratings of users with similar preferences are used to predict the
ratings of other items to recommend. The items to be recommended are ordered according
to the values of their predicted ratings. Then, the first 10 item are recommended to the
user. For each 10 items, the opinions of other users are retrieved. A process to obtain the
experiences that other users had with that item is applied to the retrieved opinions. Only
the most relevant experiences are presented to the user. Details of each step in this process
are presented in the following subsections.

5.1. Obtaining Recommendations

As the objective of this work is to provide recommender systems with methods that
display information about the experiences of other users along with the presentation of
recommended products, the method should work with whichever collaborative filtering
(CF) technique is currently being used on the recommender platform. That is why in our
proposal, we begin by analyzing the techniques which are most widely used in CF to make
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recommendations. Then, these techniques, contained in a data set, are implemented and
the most efficient one is selected for use as a real recommender system prototype.

CF is the most widely used method in RS. It is widely used in the most successful
e-commerce sites and applications, such as Netflix (https://www.netflix.com), Amazon
(https://www.amazon.com), Facebook (https://www.facebook.com), Booking (https://
www.booking.com), Airbnb (https://www.airbnb.com).

However, CF techniques suffer from certain problems [1,23] such as data dispersion,
cold start and scalability issues, which affect the precision of the recommendations [1,5].
Methods that model and process information from social networks and user reviews, and
then incorporate them as parameters into the recommendation metrics, were proposed
in [2,23]. Regarding scalability problems, solutions based on machine learning have been
proposed, such as clustering (KNN), singular value decomposition (SVD), support vector
machines (SVM) and neural networks (NN), among others [1,2,5,23].

In this proposal, three of the most popular CF methods (SVM, KNN and SVD) were
analyzed to select the one that best predicted recommendations. The recommendation
methods were implemented with a set of hotel data. Predictions were subsequently
evaluated and the obtained results were compared. The application of the three methods is
detailed below.

The implementation used a data set available at https://data.world/datafiniti/hotel-
reviews. This data set has rating information made by 1434 users regarding1000 hotels in
the United States. It also has the opinions of those users, which is useful for the purpose of
this research.

The methods were implemented in Python language. The data set was divided into
two groups as follows: 70% of the randomly selected data were used to train the algorithms,
and the remaining 30% were used for validation. A series of experiments were carried out
to see how the precision of the recommendations of the different methods varied.

5.1.1. K Nearest Neighbors (KNN)

The objective of this method is to group users or items with similar preferences and
interests. Based on similarities, a rating r′ is predicted for an item which has not yet been
valued [23,24]. That is, given users u∈U, then k users v closest to u (called the neighborhood
of u N (u)) are obtained, and rating r′ui is obtained from the ratings from users v ∈ N(u)
(Equation (1)).

r′ui = wu +
∑v∈N sim(u, v)(rvi −wv)

∑v∈N sim(u, v)
(1)

Rating r′ is the weighted sum of the ratings of the k most similar users, where w is the
average score of each user u.

In this work, Pearson’s correlation (Equation (2)) was used in the KNN method to
obtain the 50 closest neighbors.

sim(u, v) = ∑i∈I(rui − wu)(rvi − wv)√
∑i∈I(rui − wu)

2 ∑(rvi − wv)
2

(2)

5.1.2. Support Vector Machine (SVM)

ASVM is basically a binary classifier that tries to find a hyper plane in a vector space
that better separates two classes in a data set. Such a hyper plane can be represented as
a set of points x that satisfy 〈w,
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5.1.3. Singular Value Decomposition (SVD)

SVD is a matrix factorization method where the dimensions of the component space
of a matrix are reduced. The rating matrix is decomposed into two matrices; the prod-
uct of these matrices is the original matrix. Each user is represented by a vector p, the
item by a vector q, and the rating matrix R is the scalar product of both vectors p and q
(Equation (3)) [26,27].

r′ui = µ + bu + bi + puqi (3)

where µ is the average rating of the items, bi is the average rating of item i minus µ, and bu
is the average rating given by the user u minus µ. The SDG gradient descent method was
used to minimize the equation where the step size γ was set at 0.005.

5.1.4. Validation of KNN, SVM and SVD Implemented in the CF

The mean square error (MSE) method is used to obtain the degree of error when
predicting unknown ratings (Equation (4)). The precision, recall and FScore measures
(Equations (5), (6) and (7), respectively) were used to evaluate the efficacy of the methods
in obtaining relevant recommendations [23,28,29].

MSE =
∑n

j=1 (r
′
ui − rui)

2

n
(4)

where r’ui is the predicted rating, rui is the real rating, and n is the number of predictions.
The precision (Equation (5)) is the number of ratings predicted as being relevant (t)

from among all recommended ratings (n).

Precision =
t
n

(5)

Recall (Equation (6)) is the number of ratings predicted as being relevant (t) divided
by the total ratings considered to be relevant for a user (m).

Recall =
t
m

(6)

The FScore is a single value combining the Precision and Recall values. If the Fscore is 1,
Precision and Recall have the best values.

FScore =
2(Precision ∗ Recall)

Precision + Recall
(7)

These measures were used to compare the recommendation methods implemented in
the hotel ratings data set. Predicted ratings with a value greater than 4 were considered
relevant for calculating Precision and recall. Table 2 presents the values of the evaluation
measures of the three methods.

Table 2. Evaluation results of CF methods.

Methods MSE Precision Recall FScore

SVM 0.657 0.741 0.763 0.751
KNN 0.578 0.787 0.806 0.796
SVD 0.456 0.836 0.851 0.843

Table 2 presents a performance analysis of the three analyzed methods. The results
obtained with the SVD method were better than those from the other methods. SVD
achieved the lowest MSE value, as well as a relatively good FScore, Recall and Precision,
which shows that the matrix factorization in our data set benefited the CF results.
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5.2. Extracting User Experiences

Once the system has selected products to recommend, it must retrieve the relevant
sentences to address questions such as the following: How good is the product? How
did you feel when you used it? Do you recommend the product? Under what conditions
is it used? Who else used it? The answers to these questions represent tthe kind of
information that a user looks for before deciding to purchase an item, even if it was
automatically recommended.

The set of rules defined in our previous work was used to obtain relevant sentences
regarding products to be recommended. The rules were validated in our data set (https:
//data.world/datafiniti/hotel-reviews) in order to determine if they were an efficient
method by which to obtain relevant sentences. Half of the 10,000 reviews were randomly
selected to create a data set which was manually labeled with user experience categories.
Fifty-five people manually tagged each sentence in one of the user experience categories:
Evaluation, Sensation, Recommendation and Target Users. A group of teachers, university
researchers and graduate students of universities in Argentina, Brazil, Chile, France,
Portugal and Spain, aged between 25 and 57, labeled the opinions. The total number of
classified sentences was 16,755. Each sentence was tagged by three people. The sentences
that failed to achieve consensus were reclassified by another three people, and a voting
system was used to categorize them.

In this data set, rules were implemented to classify each sentence into one category
of user experience. Support and confidence measures were used for each of the rules [30].
Since the rules had the form of X => Y, support was defined as the number of times the
rule in the analyzed sentences had been met. Confidence was defined as the number of
times that X and Y appeared together in sentences containing X. Table 3 shows the support
and confidence values for each of the defined rules.

Table 3. Support values and confidence of the rules applied to the hotel set data set.

Rules Support Confidence

R1 0.77 0.95
R2 0.85 0.96
R3 0.72 0.74
R4 0.97 0.98
R5 0.8 0.86
R6 0.73 0.97
R7 0.82 0.94
R8 0.75 0.88
R9 0.84 0.96
R10 0.85 0.74
R11 0.72 0.98
R12 0.73 0.97
R13 0.66 0.94
R14 0.86 0.96
R15 0.73 0.74
R16 0.68 0.98
R17 0.88 0.98
R18 0.75 0.85
R19 0.56 0.75

In addition, the VSM method was used in our data set to classify the sentences in the
user experience category, and to compare its efficiency regarding classifications based on
the rules. A combination of SVM linear binary qualifiers was used for the classification of
opinions in multiple classes.

The four classes of sentences were defined as Evaluations (E), Sensations (S), Recom-
mendations (R) and Target Users (U). The data set was divided into two parts: 80% for
training and 20% for testing. The inputs to the classifiers were numerical vectors. The
labeled sentences were transformed into vectors using the word bag strategy and accord-

https://data.world/datafiniti/hotel-reviews
https://data.world/datafiniti/hotel-reviews
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ing to their frequency. Three binary classifiers were defined using the following strategy
(Directed Acyclic Graph SVM): E and U, E and R, E and S. In this way, the output was the
label belonging to one of the trained classes.

The MSE measure (Equation (4)) was used to measure the error between the predicted
classification and the manual classification carried out in the implementation of both
methods. Table 4 shows the MSE values obtained from the classification of sentences in
both methods.

Table 4. MSE values of the lexical rules and SVM.

Methods MSE

SVM 0.589
Lexical Rules 0. 364

The method based on lexical rules had the lowest error value. It classified better than
SVM. This is because with the rules-based method, a deeper analysis was performed, i.e.,
the internal structures of the sentences were analyzed. We found cases where a sentence
belonged to more than one category, and as such, could not be classified.

5.3. Final Recommendations

The final step was to make recommendations. The 10 items with the highest predicted
rating values were recommended to the user. For each of the 10 items, user opinions were
recovered and sentences from the user experience category were obtained. Six sentences
were displayed based on the categories of user experience. The ranking system took into
account the “level of the reviewer”. The level of the reviewer was given by the number of
opinions he/she had written (Equation (8)).

Level o f the reviewer =
COO
COT

(8)

where COO is the number of opinions that this user has made and COT is the total number
of opinions made by all users.

In summary, the user receives a list of items; for each item, a set of the most relevant
sentences in each category is presented, rather than a list of opinions containing information
that may not be relevant.

6. Case of Study

A prototype hotel recommender app was developed for the purpose of validating the
presented proposal. We must emphasize that this app was developed and used only for
research and evaluation purposes. This app allowed users to obtain hotel recommendations
upon submitting a query. For example, if a user enters “Hotel in London”, the app returns
10 London hotels and relevant excerpts from reviews, ranked by category of user experience.
Figure 2 provides information about one of the recommended hotels.

Hotels are recommended by applying the FC method described in Section 5.1. Opin-
ions classified by user experience are obtained using the rules and filtering methods
presented in Sections 4 and 5.3, respectively. Users must rate at least 10 hotels which they
have visited the first time they enter the system. The system allows users to search for 10
or more previously visited hotels and give them a rating. The history of user ratings is
built with this information, avoiding the cold start problem. Also, the system builds the
rating matrix of the hotels in the system by taking the explicit ratings given by users on the
TripAdvisor website. More specifically, ratings from 1 to 5 given by users are obtained for
the construction of the rating matrix of the hotels in the system. The matrix of the hotels in
the location chosen by the user and the historical ratings of that user are used to calculate
the FC.
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Figure 2. Recommended hotel and relevant sentences from user feedback.

Opinions regarding recommended hotels were obtained from various websites, such
as Tripadvisor.com and Booking.com. We did this only for research purposes and the
development of a prototype in a controlled environment.

Seventy people from countries such as Argentina, Brazil, Australia, Colombia, Bel-
gium, Spain, France and Portugal participated in the validation. The app was used by
41 women and 29 men, aged from 26 to 58. Participants were required to enter a query
about a location they intended to visit. Then, the system presented hotels in that location.
A total of 320 queries were made in the system. After receiving the recommendations, users
had to rate their level of satisfaction on a scale from1 (not at all satisfied) to 5 (very satisfied).

Validation

Two aspects were validated: user satisfaction with the system and the precision of the
recommendations. A precision measure based on user satisfaction was used to evaluate
the received recommendations (Equation (5)), where t is the number of recommendations
with a user satisfaction value> 4 and n is the total number of recommendations made.

Validation of the overall performance of the system was carried out using the Tech-
nological Acceptance Model (TAM)method [31–33]. The TAM model is used to validate
the adoption of technology by users. This model serves to predict the use of a technology
based on two main features: (1) perceived utility (PU) and (2) perceived ease of use (PEU).
PU refers to the degree of performance improvement in a task when using the system. PEU
is the degree of user effort required to perform tasks.

In this study, TAM was used to measure the degree of acceptance that users had with
regard to the recommendations and the way in which they were presented. A questionnaire
was designed to evaluate the performance of the proposed system according to the TAM
method. The questionnaire and the results, summarized for each question putto the
70 participants, are presented in Table 5.
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Table 5. Questionnaire and results of the validation using the TAM method.

Question Yes Not Undecided

1. Is the system user-friendly? 70
2. Arethe organization and navigation
structureadequate? 70

3. Was information overload avoided? 69 1
4. Were the query criteria sufficient? 67 3
5. Are the results displayed in a compressible way? 70
6. Does the system provide assistance in case of not
being able to offer results? 70

7. Are you satisfied with the received
recommendations? 66 4

8. Were the received opinions useful? 70
9. Do you want the system to automatically present
relevant opinions? 70

10. Was the recommendation of hotels with relevant
opinions helpful to you? 70

11. Do you consider the classification of opinions in
these categories to be accurate and coherent? 70

12. Was the information received by category of user
experience useful? 69 1

13. Would you use the APP in the future? 70
14. Would you recommend the system to others? 70

The Cronbach Alpha coefficient was used to measure the reliability of the TAM
method [33–35]. Cronbach’s alpha is an index of internal consistency that takes values
between 0 and 1 and verifies whether the instrument that is being evaluated collects
defective information, which would lead to wrong conclusions. Cronbach’s alpha is
calculated using Equation (9).

α =
K

K− 1

[
1− ∑ i

Vi

]
(9)

where α is the alpha of Cronbach, K is the number of items within the criterion to be
evaluated, i is the variance of each item and Vi the total variance. Good reliability is
indicated with a value >0.70. The Cronbach coefficient for the survey was 0.9798. From this
value, we can confirm that the questionnaire was reliable, that is, it effectively measured
what it intended to measure. Next, Cronbach’s alpha was also calculated for each of
the criteria of the TAM method separately. Alpha = 0.9592 was obtained for PU, and
Alpha = 0.9875 was obtained for PEU. These values allowed us to ensure that results of the
questionnaire based on the TAM method were correct.

The results of the validation show that, in general, users were very satisfied with the
proposed system, i.e., 100% of users rated the system interface, navigation and structure
favorably. However, three users noted that the query criteria were not sufficient. The
reasons described by them were that it was necessary to apply an advanced search mech-
anism with some other criteria. The current query only allowed users to enter text with
the name of a city or country where they wanted to travel. Regarding the most important
functionality of the system, i.e., providing recommendations with information associated
with the experience of other users, this was rated as satisfactory by the majority of users.
Four users were not satisfied with the received recommendations. They argued that the
recommended hotels did not meet their preferences. When analyzing this problem in more
detail, it was observed that they had interacted with the system once, and the system did
not have information to obtain more precise preferences.

7. Conclusions

The objective of this work wasto improve the interaction of users with recommen-
dation systems. While the function of recommender systems is to solve the problem of



Appl. Sci. 2021, 11, 11890 12 of 14

information overload in presenting relevant items to users, the user also consults feedback
provided by other users before deciding to acquire the recommended item. The number
of opinions available is considerable, so a user may take a long time to analyze such
opinions, and this diminishes the effectiveness of the recommendations. In our proposal,
the user experience is not presented as a list of opinions; rather, it is filtered, presenting
only relevant sentences by grouping them into four categories: those expressing sensations,
those evaluating the item, those expressing the target user, and those describing situations
in which the item was used.

A study case with real users was implemented to recommend hotels and other users’
experiences about those hotels. The results of the validation showed that users feel more
satisfied when receiving filtered information regarding other people’s experiences of using
the recommended items.

Various aspects of our proposal will be improved in future work, such as: (1) ana-
lyzing how to represent user experience categories in a numerical vector; (2) integrating
information from user experiences as another parameter in collaborative filtering models;
(3) implementing and validating multilabel classification methods for sentences in various
user experience categories(in some cases, a sentence may belong to two or three categories);
(4) implementing other methods for classifying sentences in user experience categories
such as fast Text [36], EL Mo [37] and Bert [38]; and (5) integrating a value of penalization
based on negative opinions of the product into the recommender ratings.
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