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Abstract: Building information modeling (BIM) represents significant progress in the field of dig-
italization and informatization of the construction process. The virtual model (BIM model) is the
source of graphic data among other information, which are applicable for geometry verification
of the building’s structures. For this purpose, data and information about the building should be
collected. Comparison of the BIM model (design) with as-built 3D models enables the evaluation
of the quality of the as-built structures. The most effective methods for spatial data collection are
terrestrial laser scanning (TLS) and close-range photogrammetry. Using both methods, measurement
can result in a point cloud. The paper describes an approach for verifying the geometry of wall
structures. The graphic data of designed structures are represented by the existing BIM model. The
approach presented uses the Industry Foundation Classes (IFC) file format from which the designed
geometry is derived. The as-built models of the structures are created from point clouds. Point cloud
segmentation uses a combination of regression, filtering based on local normal vectors, and curve
segmentation. Consequently, the designed and the as-built models (segmented from the point cloud)
are compared.

Keywords: building information modeling; IFC; terrestrial laser scanning; automation; geometry
verification

1. Introduction

Building information modeling (BIM) enables digitalization of the whole life cycle of
a building, from the design, through construction to operation. It is a process that uses
a consistent and continuously updated model [1]. The use of BIM brings more simple
and effective access to information, generates benefits for all partners (investor, designer,
and constructor), and leads to possible reductions in the investment process [2–5]. Using
a common data environment for information sharing improves the onsite collaboration
and communication with such efficiency, which cannot be compared to drawing sets in
a form of separate files. BIM enables model-based cost estimation in the planning stage
of the construction, clash detection, and very effective coordination and collaboration
with contractors. 5D planning enables not only construction scheduling, but also finan-
cial planning of the construction. Finally, well-coordinated and verified models lead to
increasing the quality of the building. Several carried out analyses prove that most of
the companies that have adopted BIM achieved an overall reduction of costs. Therefore,
there is significant attention put into BIM worldwide, focusing on model creation and
management of investment processes in the construction industry [6–8]. A BIM model is
an object-oriented virtual model of the building, which consists of three parts in terms of
data involved. The first part is graphic data defining the geometry and, in most cases, it is a
3D model. The second and third parts are non-graphic data, representing information and
parameters, and documentation respectively. The detail of a BIM model is defined by the
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standard ISO 19650-1:2018 Organization and digitization of information about buildings and civil
engineering works, including building information modelling (BIM)—Information management
using building information modelling—Part 1: Concepts and principles.

Early identification of changes (deviation between the designed and built structures)
in combination with high interoperability of partners using BIM enables to achieve sav-
ings during the construction project, thanks to good coordination of decisions about
changes [2,9]. Therefore, the building industry needs timely and accurate information
about these changes, which means measurement of the as-built geometry of the building.
The verification often consists of a set of manual operations which require deep knowledge
of the project, are time-consuming, and are costly. Graphic data of the BIM model are
the source of information about the designed geometry of a building’s structure, and it is
applicable for as-built verification of chosen parts or structural elements.

Currently, the most effective methods of spatial data collection are TLS and close-
range photogrammetry resulting in point clouds. The use of information contained in
detailed point clouds and information derived from a BIM model is a suitable tool for
quality check of a given structure, often in real time. Combining the data from BIM
with the data from TLS, the entire verification process, too, can be automated. TLS is
available for a wide community of surveyors, structural engineers, and civil engineers
thanks to the affordability and the fact that manufacturers of instruments make them easy
to use with a high level of automation. This means, that during the scanning process,
only some basic parameters (field of view and scan density) are needed to set up and
the whole measurement is performed in an automated way. Therefore, TLS is used for
different surveying jobs, e.g., [10–19]. Its main benefit is the efficiency of the 3D data
collection (up to 2 million points per second), meaning less time spent on the construction
site (needed for measurement) and often a huge amount of data defining the geometry
of the surface of the measured structure [20]. The mentioned applies to TLS in general,
the advantage or disadvantage of the chosen method depends on the specific scenario,
instrument, and application.

The process of reconstruction of as-built BIM models from TLS data (scanned point
clouds) is the so-called scan-to-BIM process [21–23]. As an analogy to this process, the
comparison of the designed BIM model with the built structure from the TLS data is the
scan-versus-BIM process. Several research efforts have been made in this area, which
indicates the potential value of this process for progress monitoring and quality check of
structural works. The scan-versus-BIM process is mostly divided into certain stages. To be
able to compare the two models, in most cases this process starts with a transformation
of the TLS data and the BIM model into the same coordinate system. This task can be
executed in multiple ways, based on several survey points, or overlaps of surfaces (e.g.,
planar, spherical surfaces, etc.) between the two models. In addition, various techniques
have been proposed for automated or semi-automated registration [24]. The second part
of this process is deviation estimation, this part can also be done in various ways. Most
frequently, it is realized by computing the minimum distances between the TLS data
and the nearest surface from the BIM model for every point of the point cloud. Another
frequently used way is to compute the distances in user-specified directions (e.g., in the
direction of the common coordinate system axis, or the direction of the plane’s normal
vector, etc.). Further, in some applications, the point cloud is divided into segments based
on the BIM model objects, i.e., each point of the point cloud is paired with the closest 3D
object from the designed BIM with some tolerance (the segments are created as subsets in
the close surroundings of the given structure). Then, each geometrical surface from the
BIM model is compared with the paired sub-sets of points (identified and generated in the
previous step). Chen et al. in [25] converted the BIM model into a mesh model, from which
point clouds were generated for each face of the building structure. The TLS point clouds
were then downsampled to have the same density as the point clouds generated from the
BIM model. Deviations were calculated as point-to-point distances between the closest
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points of the two point clouds. Segments with the highest deviations were highlighted to
mark the areas that require additional inspections.

The existing approaches compare the BIM model with the scanned cloud without
detailed segmentation. The corresponding point cloud of the inspected element often
contains objects that are not directly related to the surface of the element, which may affect
the result when relative verification, e.g., when inspection of the flatness is performed.
Another limitation is that they only check the difference in position of the chosen structural
part and do not deal with the inspection of the geometric parameters. The contribution of
the paper is a proposal of a new approach for verification of the position and also flatness
of wall structures.

The last part of the scan-versus-BIM process is the visualization of the computed
deviations. There are also multiple possibilities, how to perform this task. The two most
commonly used methodologies are color maps and contour lines. Individual setting of
parameters for color maps can help to increase the lucidity of the results. Color maps can
be divided into signed and unsigned. Unsigned color maps mean that the deviation values
are visualized by their absolute value, so the points with the same absolute value will
have the same color. On the other hand, in the case of signed color maps, the color for
each value is visualized equivalently for positive and negative values. It is also possible to
configure the range and the scale of the color map. Furthermore, for further processing and
a better understanding of the results, a statistical analysis technique can be used to analyze
the deviation patterns. For this issue, a deviation histogram for the individual segments
can be generated to find the magnitude of the deviations between the two models. The
histogram’s advantage against the color map is that it is easier to locate the magnitude of
the deviations from the histogram [26–29].

The scan-versus-BIM process can be also performed with point clouds, which are
generated from photogrammetric surveys. The advantage of cameras over laser scanners
is, that they are more flexible to use, and they are financially more available. However, the
final cost of using photogrammetry depends on the number of required images and the
processing time. A disadvantage of using photogrammetry for data acquisition is that it is
not as robust as TLS and the point cloud is the result of image processing (not raw result of
measurement), which in some cases may lead to a lower geometric accuracy compared to
TLS point clouds [30,31].

The paper describes an approach for verifying the geometry of wall structures using
TLS data and BIM models. The advantages of the proposed approach over existing ap-
proaches are that it combines all the information that can be derived from a point cloud
(3D geometry, RGB color, intensity of the reflected laser beam). An extended approach of
evolving closed plane curve had been developed, which uses a fast and stable Lagrangean
approach. The as-built models of structures are segmented from the measured point clouds.
The designed and the as-built models are compared consequently. In addition, the flatness
of the chosen structures is inspected and visualized.

2. Building Structures’ Geometry Verification

Verification of buildings’ structure means inspection (comparison to the design) the
position, orientation (including verticality), dimensions, in case of planar surfaces (e.g., of
walls) the flatness of a given structural element, and the relationship to other structures
in terms of geometry. In the following, we describe the developed approach to enable
verification of wall structures using point clouds and BIM models.

To ensure the highest possible level of automation, information about the planned
geometry of buildings’ structural elements must be presented in digital form. This re-
quirement is fulfilled using a BIM model, where data is stored in the graphic data of the
information model. One of the key requirements of the entire BIM process is interoperabil-
ity. The solution in this field is the use of a common data environment for sharing all the
data related to the BIM process. In terms of geometry generation, it is also very important to
use a “readable” data exchange format, which simplifies the procedure. Several file formats
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ensure appropriate storage of the model’s data, such as CAD formats, CIS/2, CityGML,
etc. All of them are focusing on data for specific use. One of the most widespread data
exchange formats worldwide is Industry Foundation Classes (IFC). IFC is an ASCII text file
format that aims to provide open and neutral access to the storage and exchange of BIM
models between different software. The format is developed by a non-profit organization
buildingSMART, and it is defined by the standard ISO 16739-1:2018 Industry Foundation
Classes (IFC) for data sharing in the construction and facility management industries—Part 1:
Data schema.

The proposed and presented approach uses the data exchange format IFC and as-
build data in form of a point cloud. The procedure can be divided into four main steps:
identification and derivation of the geometry of building structures from the BIM model,
segmentation of the point cloud (segmentation of the planes of walls’ surfaces), quantifi-
cation of deviations, and creation of deviation maps (Figure 1). Each step is described in
more detail in the following sections.
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Figure 1. Flow chart of wall structure verification.

2.1. Geometry Identification from BIM Model

As mentioned above, the geometry of the verified structure is derived from the IFC
file, which is a standardized (ISO 16739-1:2018) digital description of the building. It
is a gradually evolving exchange format, and its current version is IFC4. Since IFC is
formatted as a text file, it can be read using a text editor, which simplifies the procedure of
the information derivation. For this purpose, it is necessary to know the structure of the
data arrangement in IFC.

The IFC file consists of two main parts: the header and the data in the model. Within
the data part are defined both the coordinate system and the system of units, which
had been used. The coordinate system is a planar orthogonal, right-handed Cartesian
coordinate system, which means that the coordinates X and Y are defined in the IFC but
the Z coordinate, necessary for the definition of 3D space, is expressed by the height of
the structural element. The form of coordinate definition does not correspond to the ones
used in surveying, because it does not take into consideration map projection (Earth’s
surface curvature, cartographic distortion) [32]. There is an IFC entity dealing with the
map coordinate system called IfcMapConversion. However, its use only allows placement of
the object at one point (easting, northing, orthogonal height) and orientation of the object
towards the initial direction (north). For practical use, when modeling a larger area, it is
necessary to divide it into parts (in local horizons) or apply coordinate corrections.
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After defining the coordinate system and the units, the heights of individual floors of
the building are defined and listed. The number of lines in this section depends on the total
number of floors. The floors are defined by the IfcCartesianPoint and the IfcAxis2Placement3D
entities. The first one defines the X, Y coordinates of the origin, which are in case of floors
equal to 0, and the height of the floor. The IfcAxis2Placement3D entity defines the position
in the coordinate system of the BIM model.

After this follows the definition of the building structures included in the given BIM
model (Figure 2). Depending on the content of the model (e.g., foundations, walls, doors,
windows, beams, columns, etc.), several sections are defining the structural parts, while the
individual elements are defined in separate sections. It is not possible to directly estimate
the length of the section, but the beginning and the end of each one can be identified.
The section always starts with a coordinate of the origin of the geometric element, i.e., an
IfcCartesianPoint line, and ends with the element name such as IfcWall, IfcDoor, IfcBeam,
etc. Specific objects of interest of our approach are the walls, which in the IFC format are
referred to as IfcWall. In the corresponding line, there is a specific wall number, which is
a unique identifier. Subsequently, within the row, there is the thickness of the wall and
the connection to the previous row, therefore, it is possible to identify where the wall is
located and in which direction it is oriented. For each wall to be verified, it is necessary
to obtain the coordinates of the reference point (origin), the direction vector of the wall,
length, width, and height from the IFC file.

Appl. Sci. 2021, 11, 11804 5 of 21 
 

towards the initial direction (north). For practical use, when modeling a larger area, it is 
necessary to divide it into parts (in local horizons) or apply coordinate corrections. 

After defining the coordinate system and the units, the heights of individual floors 
of the building are defined and listed. The number of lines in this section depends on the 
total number of floors. The floors are defined by the IfcCartesianPoint and the 
IfcAxis2Placement3D entities. The first one defines the X, Y coordinates of the origin, which 
are in case of floors equal to 0, and the height of the floor. The IfcAxis2Placement3D entity 
defines the position in the coordinate system of the BIM model. 

After this follows the definition of the building structures included in the given BIM 
model (Figure 2). Depending on the content of the model (e.g., foundations, walls, doors, 
windows, beams, columns, etc.), several sections are defining the structural parts, while 
the individual elements are defined in separate sections. It is not possible to directly 
estimate the length of the section, but the beginning and the end of each one can be 
identified. The section always starts with a coordinate of the origin of the geometric 
element, i.e., an IfcCartesianPoint line, and ends with the element name such as IfcWall, 
IfcDoor, IfcBeam, etc. Specific objects of interest of our approach are the walls, which in the 
IFC format are referred to as IfcWall. In the corresponding line, there is a specific wall 
number, which is a unique identifier. Subsequently, within the row, there is the thickness 
of the wall and the connection to the previous row, therefore, it is possible to identify 
where the wall is located and in which direction it is oriented. For each wall to be verified, 
it is necessary to obtain the coordinates of the reference point (origin), the direction vector 
of the wall, length, width, and height from the IFC file. 

 
Figure 2. Identification of wall geometry in IFC. 

The coordinates of the reference point are obtained from the IfcCartesianPoint line 
(Figure 2). The direction is extracted from the line IfcDirection, which contains components 
of the unit direction vector. This line is missing in the case when the wall is oriented into 
the direction of the X or Y axis of the model’s coordinate system. This can be solved by 
comparison of the origin of two walls, where the direction can be derived from the 
changing X or Y coordinate of the origins. The height of the wall is in the 
IfcExtrudeAreaSolid line, while the length is defined by IfcRectangleProfileDef. In the case of 
a wall, we need an additional parameter which is thickness, defined in the IfcWall line. 

From the five wall parameters directly derived from the IFC (coordinates of the 
reference point, direction, height, thickness, and length) the mathematical definition of 
the walls must be determined for verification of their geometry. Therefore, coordinates of 
the center point (center of gravity), and the coefficients of the general equation of the plane 
(wall surface) are estimated. The coefficients of the general equation include the 
components of the normal vector. Both planes of a wall are calculated, as both can be used 
in the further procedure. It depends on whether both planes were scanned and have to be 

Figure 2. Identification of wall geometry in IFC.

The coordinates of the reference point are obtained from the IfcCartesianPoint line
(Figure 2). The direction is extracted from the line IfcDirection, which contains components
of the unit direction vector. This line is missing in the case when the wall is oriented
into the direction of the X or Y axis of the model’s coordinate system. This can be solved
by comparison of the origin of two walls, where the direction can be derived from the
changing X or Y coordinate of the origins. The height of the wall is in the IfcExtrudeAreaSolid
line, while the length is defined by IfcRectangleProfileDef. In the case of a wall, we need an
additional parameter which is thickness, defined in the IfcWall line.

From the five wall parameters directly derived from the IFC (coordinates of the
reference point, direction, height, thickness, and length) the mathematical definition of
the walls must be determined for verification of their geometry. Therefore, coordinates
of the center point (center of gravity), and the coefficients of the general equation of the
plane (wall surface) are estimated. The coefficients of the general equation include the
components of the normal vector. Both planes of a wall are calculated, as both can be used
in the further procedure. It depends on whether both planes were scanned and have to be
verified or not. To calculate the center of gravity of a plane, first, we need to calculate the
four boundary points (corners). The calculation is based on the well-known orthogonal
surveying method using the coordinates of the reference point (origin) of the wall, from
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which we subtract or add the half of the wall’s thickness h recalculated to the direction of
the coordinate system axis using the Equation (1):

X1 = Xref ±
h
2
· Ydir, Y1 = Yref ±

h
2
· Xdir (1)

where Xref, Yref are the coordinates of the reference point, h is thickness of the wall, and
Xdir, Ydir are the elements of the unit vector defining the direction of the wall. The plus or
minus sign in the above equations is chosen according to whether we determine the inner
or outer planes of the wall.

The remaining three boundary points (2, 3, 4) can be calculated similarly using Equa-
tion (1).

The center of gravity of the plane is calculated as the arithmetic mean of the four
corners of the plane using the Equation (2):

Xmean =

√
1
n

n

∑
i=1

Xi, Ymean =

√
1
n

n

∑
i=1

Yi, Zmean =

√
1
n

n

∑
i=1

Zi (2)

where X, Y, and Z are the coordinates of the corners. Subsequently, two auxiliary vectors
are calculated from three points of the plane according to (3):

u = [X4 − X1, Y4 − Y1, Z4 − Z1], v = [X2 − X1, Y2 − Y1, Z2 − Z1]. (3)

As the vector product of the vectors u and v, the normal vector n of the plane is
calculated using Equation (4). Then, the general equation of the plane (5) can be defined
from the calculated elements of the normal vector.

n = (a, b, c) =
u× v
|u× v| . (4)

a·X + b·Y + c·Z + d = 0, (5)

where d calculated by (6) is the scalar product of the normal vector of the plane and the
position vector of the center of gravity.

d = −(a·Xmean + b·Ymean + c·Zmean). (6)

The results of the algorithm for identification of the geometry of structural elements
from IFC are the coordinates of the center points (centers of gravity) of individually
verified walls, the unit normal vectors of walls’ planes, and the general equations of planes
(Figure 3). After the wall plane segments are extracted from the as-planned IFC model, the
corresponding planes are segmented from the as-built point cloud data. The procedure of
this segmentation is described in the following section.

2.2. Plane Segmentation from Point Clouds

Segmentation is often the first step in gaining information from a point cloud. It means
a division of a point cloud into several subsets of points based on predefined criteria. In
most cases, the subsets contain points lying on the surface of the same geometric primitive
(cylinder, sphere, plane, torus), lying on an irregular smooth surface, or forming edges of
objects. The segmentation process, in this case, is the identification of geometric shapes
in point clouds, and also the determination of their size, position, and orientation [33].
Based on the used algorithm, methods and approaches for point cloud segmentation can
be divided into five groups [34–37]:

• Edge-based methods,
• Model-based methods,
• Surface-based methods, region-based methods,
• Clustering-based methods,
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• Graph-based methods.
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The algorithm for plane segmentation from point clouds, used in the presented
approach, is partially inspired by the region-based segmentation method, while plane
parameters are estimated by the least square method. The first step of the algorithm is
the selection of a distance threshold. Points that are closer to the estimated plane than the
selected threshold, are considered as inliers, and so points that are lying on the surface of
the estimated plane. The segmentation process starts by selecting a small number of the
nearest points (k-NN, e.g., 10 points, depending on the point cloud density) to a selected
seed point. The seed point is the nearest point of the point cloud to the center point (center
of gravity) of the extracted plane from the IFC model. Followingly, the parameters of a
plane created by these points are estimated using orthogonal regression, which minimizes
perpendicular distances to the estimated plane. The solution is based on the general
equation of a plane [38].

The singular value decomposition (SVD) of the matrix of the reduced coordinates is
used to calculate the components of the normal vector using (7):

A = UΣVT, (7)

where An×3 is the matrix of reduced coordinates (reduced to the subsets centroid), n is
the number of the selected number of neighboring points, the column vectors of Un×n are
normalized eigenvectors of the matrix AAT, the column vectors of V3×3 are normalized
eigenvectors of the matrix ATA. The matrix Σn×3 is a diagonal matrix with the first three
singular numbers of the matrix ATA on the main diagonal. Therefore, the normal vector
of the regression plane is the column vector of V, which belongs to the smallest singular
number of the matrix ATA [38]. The components of the normal vector are the coefficients a,
b, and c of the general equation of the estimated plane. The coefficient d is calculated by
fitting the coordinates of the centroid point (Xmean, Ymean, Zmean), and the components of
the normal vector to the Equation (8):

d = −(a·Xmean + b·Ymean + c·Zmean). (8)

Then, the estimated plane model is tested against the selected neighbors, while points
lying in this plane (volume defined by the plane and the distance threshold) are identified.
This process is performed iteratively, with a gradual increase in the number of points tested.
The gradual selection of the closest points for testing is illustrated in Figure 4. It shows the
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input point cloud (a), next to the 102,400 nearest neighbors (all the points inside the yellow
circle) to the selected seed point (b), followed by the 1,638,400 nearest neighbors (colored
by yellow and cyan) (c), and the inlier points (d) with red color for the chosen plane with
the selected threshold value.
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increasing, so there are no more inliers for the selected plane. 

The steps described above automatically segment the point cloud to subsets 
containing points lying on the surface of the verified walls. Depending on the selected 
threshold value, also points in the close surroundings are segmented to the given subset. 
As Figure 5 shows, often there is a lot of other objects close to the scanned surface, 
especially when the building is in operation, but also on the construction site of a building 
under construction. The individual steps of our approach are demonstrated in an example 
of a studio in a theatre. 

 
Figure 5. Original point cloud. 

Figure 4. Plane segmentation procedure: (a) imput point cloud, (b) seed point and the 102,400 nearest
neighbors, (c) 1,638,400 nearest neighbors, (d) inlier points.

In every iteration, the inlier points are updated (from the nearest neighbors) based
on distance criterion, and parameters of the plane are re-estimated using all the inlier
points. The calculation (plane re-estimation) is repeated until the number of inliers stops
increasing, so there are no more inliers for the selected plane.

The steps described above automatically segment the point cloud to subsets containing
points lying on the surface of the verified walls. Depending on the selected threshold value,
also points in the close surroundings are segmented to the given subset. As Figure 5 shows,
often there is a lot of other objects close to the scanned surface, especially when the building
is in operation, but also on the construction site of a building under construction. The
individual steps of our approach are demonstrated in an example of a studio in a theatre.
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During the first step of the segmentation process, most of the furniture was removed,
as these points do not meet the criterion defined by the distance threshold. The parts
of the wall structure behind the removed objects (from the point of view of the laser
scanner) are the empty areas in Figure 6. The points are colored, based on images taken by
the instrument (RGB). The figure shows that the resulting subset of the point cloud also
contains points not lying on the surface of the wall, e.g., posters, electrical sockets, and
switches. The subset also contains doors. To solve the issue and to isolate points belonging
to the surface of the walls, additional filtration procedures were created. These are based
on local normal vectors and radiometric information (intensity, RGB) derived from the
point cloud. The filtration can be divided into two main steps:

• Normal vector-based filtration,
• Curve segmentation.
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2.2.1. Normal Vector-Based Filtration

The plane segmentation procedure, depicted in the previous section, uses distance-
based filtering for inlier identification as the distance threshold is needed for the definition
of the close surroundings of the wall. In practice, points of the objects close to the wall are
also considered as inliers, if only the distance-based filtering is executed. However, these
points are not lying on the surface of the verified wall (plane) as is shown in Figure 6.

After the initial plane segmentation, normal vectors at each point of the resulting
subset of the point cloud are estimated using small local planes (calculated from the k-
nearest neighbors). The selected number of k-nearest points depends on the point cloud
density and noise. The value of k is set globally according to the average density of the point
cloud. The calculated normal vectors are multiplied by the normal vector of the respective
planes obtained after segmentation (9), and then the angle between them is quantified.

cos(α) = ∆norm = nPoC·npoint, (9)

where npoint is the normal vector of the local plane calculated from k-nearest neighbors,
nPoC is the normal vector of the corresponding regression plane of the point cloud and α is
the angle that the two vectors make at each other.

In order to perform the normal vector-based filtration, an angle threshold has to be
defined. This threshold defines the maximum deviation of the local normal from the normal
vector of the previously estimated regression plane. The recommended value of maximum
deviation, based on our experience, is a small value between 2◦ and 4◦. The choice of the
threshold depends on the inspected wall. The proposed values mean deviations along 1
m of the structure 35 mm for 2◦ (in an extreme case it can be caused by nonflatness of the
wall) and 70 mm for 4◦ (means that the subset of the point does not belong to a flat wall).
This step removes the points from the segmented cloud that belong to the boundaries and
curved parts of structural elements not directly related to the wall plane, e.g., the planes of
the floor, ceiling, door frame, etc. (Figure 7).

However, after normal vector-based filtration, some points are still included in the
inliers, while these are not belonging to the wall plane, e.g., points on doors, electrical
sockets, paintings on the wall, etc. Therefore, a novel filtration approach based on evolving
curves was proposed.
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Figure 7. Segmented point cloud—after the normal-based filtration.

2.2.2. Curve Segmentation

The basic idea is to place a small segmentation curve (usually a circle) into the seg-
mented region and expand the curve until it surrounds all points which belong to the
surface of the wall. The evolution of the segmentation curves is driven by the properties
of the points in the point cloud, e.g., color, intensity (of reflected laser beams), or distance
from the regression plane.

The curve segmentation process consists of three main steps:

1. Preprocessing: Creation of the input images from the planar point cloud.
2. Evolution: Curve segmentation of the plane using images.
3. Postprocessing: Creation of point cloud segments and selection of wall segment.

Preprocessing

To reduce the dimension of the problem, the almost planar point cloud is transformed
(rotated and moved) to the new coordinate system in which the first two dimensions span
the fitting plane. If we have a point with coordinates x = (x1,x2,x3), the coordinates x1
and x2 describe the position of the point in the plane and the x3 axis is orthogonal to the
regression plane. First, we create a regular square mesh in the x1, x2 plane. Then, we
represent the properties of the point cloud by a set of pixels (bitmap) images, one image for
each property. For example, we take the R (red) channel of color and define the value of
each pixel (square of the mesh) as the mean value of the R channel of all points which lie in
the pixel. Finally, we rescale the values in each image to the interval [0,1]. Figure 8 shows
the image for the intensity channel.
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Evolution

The mathematical model is a modification and extension of the model described in
more detail in [39]. The segmentation curve is an evolving closed planar curve with a
position vector of its points denoted by x = (x1,x2). The evolution is driven by a suitably
designed velocity field v, therefore, the basic evolution model is:

∂x
∂t

= v, (10)

where ∂x/∂t denotes the time derivative of the position vector, i.e., the velocity of the
point x. The equation is coupled with an initial condition—the initial curve is a small circle
(or multiple circles) placed inside the segmented region.

The velocity v is considered in the form:

v = (1− λ(t))B(x)N(x) + λ(t)(−∇E(x)) + δ(t)k(x)N(x), (11)

where N(x) denotes the positively oriented normal vector at point x of the curve, k(x) is the
signed curvature at x, and ∇ is the gradient operator. The role of the first term BN is to
expand the segmentation curve in the normal direction from its initial shape through the
segmented region towards its border, the “blowing” function B controls the speed of the
expansion and is defined using the bitmap images. The idea behind computing the value
of B(x) for a point x on the curve is to compare the properties at point x to the average of the
properties inside the evolving curve. If the properties are similar, the value of B(x) is large
(the point x should move fast), if they differ a lot, B(x) is small (i.e., x should move slowly).

The second term attracts the points of the curve towards the borders of the segmented
region. Information regarding borders is contained in the edge detector function E, which
is computed using the gradients of the images (created in preprocessing step). The values
of the edge detector E are close to 0 near edges and close to 1 in homogeneous regions
(Figure 9). The negative gradient of E points towards the lower values (i.e., edges) and
therefore is suitable to attract the segmentation curve towards the edges.
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Figure 9. The edge detector function E(x).

The time-dependent parameter λ(t) ∈ [0,1] serves as a weight between expansion
and edge attraction term. The standard approach is to set λ(t) at the beginning of the
evolution (t = 0) to a number 0 < λ0 � 1 (i.e., the edge attraction does not dominate), keep
it unchanged until the curve is close to the border (moving very slowly) and then switch
λ(t) to 1, which turns off the expansion and attracts the curve towards the edges.

The last term kN is called curvature regularization and has a smoothing effect. We
use it to deal with the noise and to smooth sharp edges of the segmentation curve, mainly
during the expansion phase. The parameter δ(t) weighs the influence of the term.

In practice, we can place many initial curves in the regression plane as well as create
new initial curves during the segmentation. As the curves evolve, they can merge (if
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they have similar average properties inside) and split, too. Figure 10 shows the final
segmentation curves.
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Figure 10. Final segmentation curves. Transparent colors represent the segments of the image.

Postprocessing

After the evolution process is stopped, the subsets (segments) of the point cloud are
created. For each final curve, the corresponding segment of the point cloud by selecting all
points that lie in pixels inside the curve is created (in Figure 10 these pixels are colored by a
specific color). As the last step, the segments that correspond to the segmented wall are
chosen to obtain the result—the subset of the point cloud containing the points lying on
the surface of the verified wall (Figure 11).
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Figure 11. Segmented point cloud—additional curve segmentation used.

The parameters of the regression plane for wall flatness inspection are estimated
from the subset of points after the above-described segmentation procedure. Orthogonal
distances are calculated for each point of the segmented subset of points using (12). From
the distances, a standard deviation is calculated which reflects the precision of the plane
surface determination.

2.3. Creation of Deviation Maps

The last step of the approach for building structures’ geometry verification according
to the flowchart in Figure 1 is the comparison of the as-planned data derived from the BIM
model and the as-built data from the point cloud. The deviations are expressed in the form
of tables and deviation maps. Two deviation maps are generated for each wall plane. The
first deviation map is created by comparison of the plane determined from IFC and the
corresponding segmented subset of the point cloud (Figure 12). The distance of each point
from the as-planned plane is calculated in the direction of the plane’s normal vector. The
distances are calculated as a dot product of vectors containing the coordinate differences
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between the given point and the centroid point and the normal vector of the plane. The
distances are positive if the point is on the same side of the plane as the normal vector
and negative if it is on the opposite side. Considering the general equation of the plane (5)
and the fact that the normal vector of the plane is normalized (with length equal to 1), the
distances are calculated using Equation (12):

a·XP + b·YP + c·ZP + d = dist. (12)

where XP, YP, and ZP are the coordinates of a given point of the subset.
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Subsequently, the points are colored according to the signed distances of the points
from the plane. For practical use, especially in case of dense point clouds, the deviation
map can be downsampled (e.g., 20 mm × 20 mm) to present the deviation map in the
form of more homogeneously distributed points. It can be performed using grid average
method, which means that the points within the same grid box are merged to a single point.

In addition to the deviation map, the rotation (difference between the orientation of
normal vectors) and the deviation between both planes’ coefficient d are calculated. The
rotation of the planes is calculated according to Equation (13):

α = acos(nIFC·nPoC), (13)

where nIFC is the normal vector of the wall plane from the BIM model and nPoC is the
normal vector of the estimated regression plane from the segmented point cloud. The
deviation between the two models’ coefficient d is calculated using Equation (14):

δ = (|dIFC| − |dPoC|), (14)

where dIFC is the distance of the IFC plane from the origin of the coordinate system and dPoC
is the distance of the estimated regression plane from the origin of the coordinate system.

The second deviation map (generated for the same wall) quantifies the flatness of the
wall (Figure 13). The flatness of the wall is calculated as the orthogonal distance of each
point of the point cloud from the estimated regression plane using (12).

The advantage of the approach described above over existing methods is that a
detailed segmentation and filtration of the point cloud is performed. Deleting points not
directly related to the surface of the inspected wall increases the accuracy of the results.
The biggest contribution of the paper in this field is the developed extended evolving plane
curve segmentation, which identifies the openings and the objects not creating the surface
of the wall. This is crucial in case of the flatness inspection of the walls, otherwise, the
deviation maps will contain false information.
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3. Case Study

In the case study, a three-room apartment was used (Figure 14). The apartment is
part of a residential complex NUPPU in Bratislava with 800 apartments created by eight
separate buildings. The BIM model of the apartment was provided by the contractor. The
LOD of the model is 300, which means that the elements are graphically represented in
the model as a separate system or object defined by quantity, size, shape, location, and
orientation. The interior of the apartment was scanned using a terrestrial laser scanner
Trimble TX5 with a scanning resolution of 1/16, which means 24.5 mm × 24.5 mm/10 m.
The ranging error of the instrument defined by the producer is ±2 mm at 10 m. The
whole interior was scanned from eight positions of the instrument. The scanned data were
registered to the coordinate system of the design using surface-based registration (using
overlapping areas) and target-based registration (using identical reference points) with a
registration error of 3 mm. The described approach was performed on selected walls of the
case study object. The numbering of the walls is shown in Figure 14.

Appl. Sci. 2021, 11, 11804 15 of 21 
 

interior was scanned from eight positions of the instrument. The scanned data were 
registered to the coordinate system of the design using surface-based registration (using 
overlapping areas) and target-based registration (using identical reference points) with a 
registration error of 3 mm. The described approach was performed on selected walls of 
the case study object. The numbering of the walls is shown in Figure 14. 

 
Figure 14. Case study object—BIM model with scanned point cloud and numbers of walls. 

The procedure described in Section 2 was used for this case study. The first step was 
the creation of wall segments from the derived corners from the IFC file. Segmentation of 
the corresponding subsets of point cloud was performed consequently. The threshold was 
set as 40 mm for distances and 4° for angles between normal vectors (for normal vector-
based filtration). 

Figures 15 and 16 show the original point cloud (result of scanning) of selected walls 
colored in RGB. The walls are plastered with gray gypsum plaster. The color of the 
scanned surface in combination with the ambient light generates bright colors of points. 

 
Figure 15. Scanned point cloud—wall no. 7. 

Figure 14. Case study object—BIM model with scanned point cloud and numbers of walls.

The procedure described in Section 2 was used for this case study. The first step was
the creation of wall segments from the derived corners from the IFC file. Segmentation
of the corresponding subsets of point cloud was performed consequently. The threshold
was set as 40 mm for distances and 4◦ for angles between normal vectors (for normal
vector-based filtration).

Figures 15 and 16 show the original point cloud (result of scanning) of selected walls
colored in RGB. The walls are plastered with gray gypsum plaster. The color of the scanned
surface in combination with the ambient light generates bright colors of points.
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Results of the comparison of planes from the BIM model and planes estimated from
the segmented subsets of points are listed in Tables 1 and 2. Table 1 contains parameters (a,
b, c, and d) of the planes from IFC as well as the planes segmented and estimated from
the point cloud. Table 2 shows the deviations in orientation and the deviation between
the coefficients d (representing the distance of the plane from the origin of the coordinate
system) of the corresponding planes and contains the maximum, minimum, and average
deviations between the IFC plane and the segmented point cloud.

Table 1. Comparison of the plane parameters.

n aIFC aPoC bIFC bPoC cIFC cPoC dIFC [m] dPoC [m]

1 1.0000 0.9999 0.0000 0.0023 0.0000 0.0006 −13.400 −13.444
2 −1.0000 −0.9999 0.0000 0.0022 0.0000 0.0005 16.235 16.252
3 1.0000 0.9999 0.0000 0.0013 0.0000 0.0004 −16.350 −16.378
4 −1.0000 −0.9999 0.0000 0.0005 0.0000 0.0014 19.250 19.240
5 0.0000 0.0021 −1.0000 −0.9999 0.0000 0.0010 −11.575 −11.552
6 0.0000 0.0030 −1.0000 −0.9999 0.0000 0.0019 −11.575 −11.524
7 0.0000 0.0006 1.0000 0.9999 0.0000 −0.0013 11.460 11.444
8 0.0000 −0.0022 −1.0000 −0.9999 0.0000 −0.0028 −9.760 −9.730
9 0.0000 −0.0013 −1.0000 −0.9999 0.0000 −0.0016 −10.060 −10.042

10 −1.0000 −0.9999 0.0000 0.0011 0.0000 0.0015 16.800 16.801
11 0.0000 0.0088 1.0000 0.9999 0.0000 0.0002 7.375 7.209
12 −1.0000 −0.9999 0.0000 0.0012 0.0000 0.0006 19.250 19.248
13 1.0000 0.9999 0.0000 0.0023 0.0000 0.0003 −15.700 −15.699

Where n is the number of the inspected wall, aIFC, bIFC, cIFC, and dIFC are the parameters of the plane from IFC,
aPoC, bIPoC, cPoC, and dPoC are the parameters of the plane from IFC.
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Table 2. Deviations between the BIM model and the as-built model.

n α [◦] δ [mm] max [mm] min [mm] avg [mm] absmax [mm]

1 0.1346 −44 24 6 16 24
2 0.1279 −17 18 −9 11 18
3 0.0793 −28 20 4 11 20
4 0.0865 9 21 5 10 21
5 0.1338 23 23 6 14 23
6 0.2045 51 22 7 14 22
7 0.0815 16 20 2 12 20
8 0.2042 30 23 9 16 23
9 0.1192 18 21 7 13 21

10 0.1045 −1 26 7 16 26
11 0.5026 166 22 −4 9 22
12 0.0761 2 19 −1 9 19
13 0.1316 1 41 −3 14 41

Where n is the number of the inspected wall, α is the difference between the orientation of normal vectors of
IFC and regression plane, δ is the deviation between the wall’s coefficient d, max and min are maximum and
minimum deviations between the IFC plane and the segmented point cloud, avg is the average deviation between
the IFC plane and the segmented point cloud, absmax is the absolute maximum deviation between the IFC plane
and the segmented point cloud.

The maximal difference in orientation α between the planes is 0.5026◦ in the case of
plane 11. The difference in orientation of 0.5◦ for a wall length of 2.45 m means a deviation
of 21 mm. The absolute maximal difference of 41 mm between the IFC plane and the point
cloud is in the case of wall no. 13. The average differences reached values from 9 mm to
16 mm. The standard deviation of the results of 4 mm is calculated applying uncertainty
propagation law from the registration error and the uncertainty of the 3D position of a
single measured point. It means that the deviations under the value of 4 mm are not
significant. The deviations between the BIM model and the scanned surfaces, listed in
Table 2, are caused by the uncertainty of the measurement (4 mm) and the construction
deviation. The construction deviation can be characterized as a sum of the assembly
deviation and setting-out deviation of the structures during the construction. Furthermore,
the deviations may be caused by the fact that although the LOD of the model is 300, the
plasters with a thickness of 10 mm were not modeled.

Figures 17 and 18 show the deviation maps between the BIM model and the segmented
point cloud for selected walls. The colors from green to red represents positive values in
the color bars.
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In Table 3, the results of the wall flatness quantification are listed, where are shown
maximal and minimal distances between the regression plane and the segmented points.
The deviations reached values from a maximum of 19 to a minimum of −24 mm. The
standard deviations (std), calculated from the orthogonal distances of the segmented
points from the regression plane, reached a maximum of 2 mm. The measurement of
the flatness is an integral part of the inspections carried out. By classical measurement
methods, this is measured as a deviation from a straight edge (usually 2 m long) using a
measuring wedge. The inspected parts are chosen randomly, therefore, the result does not
give a complex picture of the entire wall surface. The advantage of laser scanning is that
the flatness is inspected on the whole surface of the wall. The tolerance defined by the
standard EN 13914-2 Design, preparation and application of external rendering and internal
plastering Internal plastering for the inspected walls is 5 mm along 2 m of the inspected
structure. The deviation maps show the parts where the criterion was exceeded. In the case
of flatness inspection, the accuracy of the results is affected by the dispersion of the points
around the regression plane reflecting the random error (noise) of the measurement by TLS
(coordinate determination) mainly. It is expressed by the standard deviation calculated
from the orthogonal distances and listed in Table 3. In practice, it means that the values
under the value of standard deviation are not significant, which in our case study means
2 mm.

Table 3. Quantification of flatness of the walls.

n max [mm] min [mm] absmax [mm] std [mm]

1 5 −9 9 2
2 4 −16 16 2
3 7 −9 9 1
4 10 −15 15 2
5 7 −6 7 2
6 7 −5 7 2
7 10 −9 10 2
8 11 −5 11 2
9 5 −6 6 1
10 11 −9 11 1
11 10 −4 10 1
12 14 −5 14 2
13 19 −24 24 2

Where n is the number of the inspected wall, max and min are maximum and minimum deviations between the
regression plane and the segmented point cloud, avg is the average deviation between the regression plane and
the segmented point cloud, absmax is the absolute maximum deviation between the regression plane and the
segmented point cloud, std is the standard deviation calculated from the orthogonal distances of the segmented
points from the regression plane.
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Figures 19 and 20 express the flatness of wall no. 7 and no. 8 which is represented by
differences between the estimated regression plane and the corresponding points of the
point cloud downsampled to 20 mm × 20 mm.
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4. Conclusions

Conventional methods for inspection of the execution of buildings’ structural parts
often consist of a set of manual operations which require deep knowledge of the project, it
is time-consuming and costly, therefore ineffective in the case of large buildings. Building
information modeling represents significant progress in the field of digitalization of the
construction process. The virtual model can be used for geometry verification of the
building’s structures. For that process, spatial data can be collected by state-of-art surveying
techniques, e.g., by TLS. Comparison of the as-planned BIM model with the as-built data
enables evaluating the quality of the execution of the structures.

The paper describes an approach for verifying the geometry of wall structures. The
presented approach uses the data exchange format Industry Foundation Classes, from
which the as-planned geometry is derived. The as-built models of structures are segmented
and modeled using regression models. The designed and as-built models were compared
consequently, and the results were visualized in form of color maps and listed in tables. The
procedure was tested using several sets of data. A case study demonstrating the function of
the proposed algorithms is described in Section 3. The presented approach can be used for
fast and complex inspection of the construction of building structures. The main advantage
of the use of laser scanning is that the results provide a complex picture of the entire wall
surface not just the randomly selected parts. In addition, the part of the approach can be
used in all applications where detailed segmentation is needed.
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The described procedure of the wall’s geometry verification was developed in the
MATLAB® software. In the future, approaches for the verification of other structural parts
(with cylindrical or spherical geometry) will be proposed and added. We also plan to
incorporate the identification of holes in the walls, which need to be identified in the BIM
model, while finding the same holes in the point cloud. The approach will be programmed
and fully automated.
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