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Abstract: Microscopic simulation-based approaches are extensively used for determining good signal
timing plans on traffic intersections. Measures of Effectiveness (MOEs) such as wait time, throughput,
fuel consumption, emission, and delays can be derived for variable signal timing parameters, traffic
flow patterns, etc. However, these techniques are computationally intensive, especially when the
number of signal timing scenarios to be simulated are large. In this paper, we propose InterTwin,
a Deep Neural Network architecture based on Spatial Graph Convolution and Encoder-Decoder
Recurrent networks that can predict the MOEs efficiently and accurately for a wide variety of signal
timing and traffic patterns. Our methods can generate probability distributions of MOEs and are
not limited to mean and standard deviation. Additionally, GPU implementations using InterTwin
can derive MOEs, at least four to five orders of magnitude faster than microscopic simulations on a
conventional 32 core CPU machine.

Keywords: deep learning; deep simulators; traffic signal timing optimization; intelligent transportation
systems

1. Introduction

Urban traffic control [1] is one of the most important and challenging issues facing
cities and requires practically effective and efficient solutions. The increasing volume of
traffic in cities has a significant effect on road traffic congestion and consequently the travel
time of road users. Optimization methods have been successfully used to reduce travel time
by optimizing the signal timing parameters. These methods try to derive the signal timing
parameters such as green splits, cycle lengths offsets, etc. based on the traffic patterns for a
given duration for a given intersection. A number of scenarios—each corresponding to a
combination of different signal timing parameter values—is generated and simulation is
performed to generate Measures of Effectiveness (MOEs) such as throughput and delays.
MOE:s are derived using macroscopic or microscopic simulation methods, the latter being
more computationally intensive but generally more accurate. When these MOEs have to
be computed for a large number of scenarios, the process can become computationally
intensive. This is further accentuated when optimizing for a corridor or a network as the
number of combinations increase exponentially. Methods such as ReTime address this by
parallelizing VISSIM [2] instances on multiple processors.

Our objective in this paper is to develop a deep neural network approach that can
compute MOE distributions that are generated by microscopic simulators. Microscopic
simulators generate trajectories of each vehicle (effectively location at every time step)
along with car-following and lane-changing models. This information can then be used
to compute MOEs, such as throughput, energy requirements, as well as emission and
delays based on different signal timing scenarios. Examples of simulators that can be
used for this purpose include VISSIM [2], SUMO [3], and AIMSUN [4]. Our approach
does not require generation of trajectories and can directly compute MOE distributions.
Once a distribution is available, statistics such as mean, variance, 90th percentile, etc. of
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an MOE can be easily calculated. We demonstrate the feasibility of achieving this for a
single intersection with high accuracy. The main advantage of our approach is that when
implemented on modern GPU-based processors, it is four to five orders of magnitude faster
than running the microscopic simulators on a typical 32-core CPU machine. Clearly, if the
actual vehicle trajectories are required on a given intersection, our method is not useful
or appropriate.

Our deep learning approach (called InterTwin as a short form for Intersection Twin)
uses a large amount of data from different intersection topologies and signal timing plans,
so as to capture the underlying traffic behavior at an intersection. While several real-world
datasets exist [5], they are limited to only currently-used signal timing plans. We use
microscopic simulators in conjunction with real world data to derive MOE distributions
for a variety of scenarios that encompass a broad range of signal timing plans. Using this
data, we built our models. The following are the key contributions of our work:

1.  We develop a novel two-module deep learning approach that captures the intrinsic
properties of traffic behavior at an intersection. The first module corresponds to a
spatial graph convolution that is used to extract spatial features from the detector
waveforms leveraging the relationship between intersection lanes and signal timing
phases. This makes our modeling relatively independent of the intersection topology.
The second module is an encoder-decoder with temporal attention architecture, to
capture the temporal dynamic behavior of the traffic flow for each phase based on
the signal timing plan. These two modules are stacked together for obtaining the
final prediction.

2. We show that the InterTwin-trained models are able to accurately predict MOE
distributions generated by traffic simulators. After training, when these models
are used in inference mode, these models are four to five orders of magnitude faster
compared to microscopic simulations. Additionally, it can model multiple intersection
topologies without painstakingly redrawing a new base map for each intersection
(that is typically required by a microscopic simulator).

3. For training our models, we use data generated using a significant extension of
SUMO [3], an open source microscopic traffic simulator to make the data generation
more realistic. We use real-world recorded data from high resolution loop detectors
for input traffic patterns. Additionally, we have developed a new module that uses
ring and barrier implementation along with arrival and departure information at
the advanced and/or stop bar loop detectors along with signal timing information
using techniques described in [6] and use them in our simulation to generate high
fidelity MOEs that are reflective of data collected from real intersections. Additionally,
we suitably vary signal timing parameters for these patterns to generate potentially
viable counterfactuals. This results in our methods being able to generalize beyond
what is typically used in actual practice and ensures that the models trained can
predict robustly for a wide range of signal timing parameters. We also simulate a
variety of intersection basemaps and behaviors, and estimate different measures of
effectiveness, such as queue lengths, travel times, and wait times.

We present extensive experimental results to demonstrate the effectiveness of our
approach. This includes comparison with other traffic-related deep learning models (that
were not necessarily developed for predicting MOEs). We also show our model can
be effectively used finding trade-offs between multiple MOEs at an intersection while
evaluating different signal timing plans. Although the focus of this paper is on a single
intersection, we believe that the approach can be extended to corridors and networks and
will be part of our future work.

The rest of the paper is outlined as follows. Section 4 describes the proposed frame-
work and architecture of the deep learning model presented. The ring and barrier imple-
mentation and a parallel framework for Simulator of Urban Mobility (SUMO) is described
in Section 3. The data generation mechanism is also detailed in this section. Experimental
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results are provided in Section 5, and a case study that uses this framework on a real world
intersection is presented in Section 6, with conclusions presented in Section 7.

2. Related Work

The idea of using deep neural networks to emulate physics-based simulations is not
completely new. A deep learning framework with graph neural networks is proposed
in [7] to simulate complex physical systems involving fluids, rigid solids, and other de-
formabale objects. This idea of building neural network-based emulators for physics-based
simulations in different domains—high energy physics, climate science, astrophysics, and
seismology has been explored in [8]. The authors propose an algorithm based on neural
architecture search to approximate/emulate the simulations using deep neural networks
that are accurate and orders of magnitude faster (up to 2 billion times). The main advan-
tage of neural network emulators is that they are orders of magnitude faster and can be
useful for extensive parameter exploration and very large scale analysis. Based on our
detailed literature survey, we believe this is this is the first work proposing neural network
emulators for traffic microscopic simulations to compute measures of effectiveness.

Machine learning techniques, including deep neural networks have been successfully
applied to traffic state data in the past literature. Existing literature on predicting traffic
state include either predicting either volumes or performance measures (such as travel
times, wait times, queue length, etc.). The prediction horizon could be either at a sub-cycle
level or at aggregate intervals (5 min to 1 h). We outline this work below.

A hybrid method incorporating filtering-based empirical mode decomposition is pro-
posed in [9]. A deep learning-based method with non-parametric regression is proposed
in [10], a novel deep neural network architecture with multisegents (recurrent and convolu-
tional layers) is proposed in [11]. A deep generative model based on generative adversarial
networks is proposed in [12]. A hybrid method based on linear programming, fuzzy
logic, and multi layer perceptron is proposed in [13]. Some of the recent deep learning
architectures proposed for spatio-temporal forecasting of traffic state data include temporal
graph convolution network [14], spatio temporal residual graph attention network [15],
and spatio temporal residual graph attention network [15]. Some relevancy to our work
is proposed in [16,17], which uses real world data to drive the microscopic simulations to
compute performance indices such as travel time, emission performance, etc. that are used
for the network. The main difference of our work from the existing work is two fold:

*  We propose deep neural networks for estimating the distribution of performance
measures instead of doing the microscopic simulations. Our methods are at least four
to five orders of magnitude faster;

*  Our models can also predict the performance measures for counterfactual signal
timing plans, i.e., for a given input traffic and also for different cycle times and green
splits (signal timing parameters). This can be useful to study the impact of different
signal timing parameters.

The key observation is that neural network models can be used for computationally
efficient parameter exploration. One important application in case of traffic intersections is
that this approach can be used to find signal timing parameters for each of the intersection
in a city corridor/network that satisfies a particular objective.

3. Simulator for Dataset Generation

MOE prediction algorithms must be trained using a large amount of realistic datasets
for a wide variety of parameters for them to be predictive in realistic scenarios. These
parameters include intersection topology, signal timing parameters, and input traffic
distributions for all directions. The modern road network infrastructure (signal controllers
and detectors) continuously generates data that opens up a new space of possibilities for
using them for deriving realistic signal timing parameters, input traffic patterns, and a
combination thereof. In particular, high resolution signalized intersection controller logs
comprise of a listing of timestamped events at 10Hz using induction loop detectors [18]
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at stop-bar and in some cases at upstream (40 m—100 m) locations. The data collected
by such systems [19] at each intersection can be broadly divided into signal timing data
and loop detector data. The former consists of traffic movement timing for different
phases (including pedestrian calls), while the latter consists of arrival, departure, and
occupancy information of loop detectors. Table 1 shows a sample of high resolution raw
data collected by the loop detectors. It also comes with metadata that describe different
event codes and event parameters; for example, eventcode 81 indicates a vehicle departure,
and event code 2 indicates start of green phase. An event parameter identifies the particular
detector channel or phase in which the event was captured. This data can be used to drive
simulations and capture performance measures such as travel times, wait times, queue
lengths, etc. One of the novelty of our approach is that we use this real-world high-
resolution data to drive our simulations, the focus being to be able to run simulations for
different signal timing parameter combinations.

Table 1. Table showing raw event logs from signal controllers. Most modern controllers generate
these data at a frequency of 10 Hz.

Signal ID Times Tamp Event Code Event Param
1490 2018-08-01 00:00:00.000100 82 3
1490 2018-08-01 00:00:00.000300 82 8
1490 2018-08-01 00:00:00.000300 0 2
1490 2018-08-01 00:00:00.000300 0 6
1490 2018-08-01 00:00:00.000300 46 1
1490 2018-08-01 00:00:00.000300 46 2
1490 2018-08-01 00:00:00.000300 46 3

Vehicle actuations at these detectors can be considered as pulse waveform, can rep-
resent the arrival/departure pattern at a given detector. For a given traffic stream on an
approach (based on traffic from a neighboring interaction), the waveform at the advanced
and stop bar detector, in general, is dependent on the signal phase timing for that intersec-
tion. This makes it challenging to develop combinations where we would like to predict
MOEs for combinations that are not available in the datasets. To address this problem, we
leverage our earlier work [6] that uses neural network architectures for inflow waveform
reconstruction using stopbar, advance detector, and signal timing data. The inflow wave-
form can be thought of as the incoming waveform that has exited the upstream intersection
and is still sufficiently far away from the intersection of interest and thus is not yet affected
by the queues and signal timing plan of the intersection of interest. The simulations can be
run using this inflow waveform with different candidate signal timing plans.

We use Simulator of Urban Mobility (SUMO) [3], an open source microscopic traffic
simulator as our choice of physical simulator. The overall workflow for dataset generation
is as follows:

e  Reconstruct the unperturbed inflow waveform using stop bar, advance detector
actuations, and signal timing information;

¢ Extract signal timing details from controller logs;

®  Create the intersection base map in SUMO based on Google Maps satellite imagery
using SUMO NETEDIT;

¢  The signal timing plan is perturbed within feasible limits to generate viable counter-
factual simulations;

¢ Run multiple simulations in parallel for different signal timing plans;

¢ The vehicle traces along with detector output files are parsed to store route wise
distribution of travel times, wait times along with waveforms at stopbar, advance
detectors, and signal timing information.

The signal timing control type is either pre-timed or actuated in SUMO, but for
effective operation, ring and barrier control is often employed in practice (Figure 1). To
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address this, we have developed a dual-ring and barrier controller module for SUMO to
mimic real world intersection controller.

It is convenient to think of the time period of an intersection in terms of cycles. A
complete cycle consists of a predetermined sequence of traffic phases, where a traffic
phase consists of green time allocated to a set of lanes simultaneously for non-conflicting
movement of traffic through an intersection. The cycle length is the time interval of a
complete cycle and can vary from one cycle to the next. Within a cycle, a green split is the
time interval allocated for a particular traffic phase. A ring and barrier controller allows
us to separate the 8 lane-movements (i.e., phases 1-8) into two concurrency groups, with
one group with the major street movements and one for minor street movements (or more
generally, opposing direction flows).

Ring and Barrier

S5s S5s

| 1 2
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| 0L g

—— 55\ )

E [AEIFNTOR MAX - LMEAF..JFOR MAX
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CYCLE_TIME

Further Constraints can be imposed on Max Left turns
based on available buffer length

Figure 1. Ring and barrier controller allows us to separate the 8 lane-movements (i.e., phases 1-8)
into two concurrency groups, with one group with the major street movements and one for minor
street. Key signal timing parameters include cycle time, barrier time, max green splits, etc. For a
given input traffic flow, the signal timing parameters are varied to generate different scenarios.

This approach allows us to generate MOEs for a number of combination of traffic pat-
terns for each approach and signal timing parameters (CYCLE_TIME, Barrier-1 times, etc.,
Figure 1). For this work, we have used 1 million exemplars for training our neural network
model. The simulation environment makes use of multi-threading where up to several
instances of SUMO will be running in parallel, each simulating separate combinations of
input traffic patterns and signal timing plans.

4. Proposed Framework

Our focus is to train deep neural networks to be able to estimate performance measures
such as wait times, travel times, etc., for a given input traffic and also for different cycle
times and green splits (signal timing parameters). These trained models should be able to
approximate the dynamics of physical simulators, when used in inference mode has the
following advantages:

®  The models are four to five orders of magnitude faster compared to simulations;

e The model can be used for multiple intersection topologies;

®  These models can also be used to bootstrap the training of reinforcement learning-
based optimization algorithms.

Effectively, the model captures the interrelationships between the various traffic, signal
timing, and topology parameters and their impact on MOEs and allows for understanding
the impact of a variety of signal timing parameters on MOEs for a given set of input traffic
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patterns for a given intersection topology. Additionally, our model generates a distribution
rather than summary statistics. The overall workflow for training the neural network is
shown in Figure 2. The data corresponding to different counterfactual signal timing plans
is generated using microscopic simulators to train deep neural networks. For the rest of
this section, for ease of description, we use distribution of wait times as an example of our
performance measure. However, our framework is general enough to be used for other
measures (or multiple measures) as well. The deep learning model takes input traffic as
input and outputs distribution of wait times for different signal timing plans.

Output Evaluate efficacy

Trained Deep Learning | ————| distribution of ) of different signal

Simulator (InterTwin) MOFE'’s timing plans
Reconstruct Multiple signal N N . . N
Inflows at > timing parameter > Data from physical simulator is used to train deep learning
Intersection combinations simulator
Compute MOEs
Physics based Vehicle Space- Svhes
> Microscopic Traffic time == distribution of

trajectories wait times

) Simulator
Intersection geometry, other

metadata

Figure 2. Overall workflow for training the neural network. The data corresponding to different
counterfactual signal timing plans is generated using microscopic simulators to train deep neural
networks. The trained neural networks can replace the simulators for predicting MOEs such as wait
times and are four to five orders of magnitude faster. MOEs: Measures of Effectiveness.

The input traffic waveforms are represented as 1-D vectors, each with T components.
Here T refers to the length of time a particular detector’s data (arrival volumes) is being
considered, with each component being aggregated at a 5-s level. In our work, T = 72,
i.e., each data vector corresponds to 360 s of data. The output is the distribution of wait
times for the 360-s window. The maximum wait time in our dataset is 2000 s, the wait times
are binned into bins of size 10 s. So, the output is represented as a vector of size 200. Our
proposed model, InterTwin, shown in Figure 3, has two main modules:

1. Spatial Graph Convolution (Spatial GC) is used to extract spatial features from the detec-
tor waveforms where the connectivity information of the intersection is incorporated;

2. The Encoder Decoder with Temporal Attention (EDTAM) module is used to capture
the temporal dynamic behavior of traffic flow. These two modules (GC and EDTAM)
are stacked together for obtaining the final prediction. The details of each module is
as follows.

We now describe each of these modules in detail.

Applied across all Encoder unrolling
the timesteps in time

20xt
Concatenate Decoder
— | Encoder | ——, x — e —)

across temporal RNN

dimension H
Attention
Encoder Decoder Block Block

Weighted
sum

Spatial GC Block

Waveform at stopbar, advance detectors

Figure 3. Architecture of the proposed InterTwin model. Spatial Graph Convolution (Spatial GC) is used to extract

spatial features from the detector waveforms where the connectivity information of the intersection is incorporated. The

encoder-decoder block is used to capture temporal dynamic behavior of the traffic flow.
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4.1. Spatial Graph Convolution

The traffic movement on an intersection can be naturally represented in a graph
structure, where each lane is represented as a node and an edge connects two nodes if one
lane is feeding into another. We represent each detector (stop bar or advance) as a node
and an edge exists between two nodes if there is a direct connection between them.

Graph convolutions provide a natural and meaningful way to extract features that can
be used by higher layers where connectivity /spatial information has to be incorporated.
Unlike standard Convolution Networks (CNNs) or Recurrent Networks (RNNs), graph
convolutions can operate on irregularly structured data and can easily exploit the spatial
structure of the intersection. Although CNNs are useful to generate adjacent spatial
features, they are limited to regular/fixed grids).

In addition to being capable of handling different intersection topologies using graphs,
representing an intersection as a graph structure can help the model learn from the spatial
structure of the intersection, thereby providing relational inductive bias to the model.
This also helps the model to generalize better for unseen intersections during the training
phase [20]. Spatio-temporal graph convolution networks have been successfully used for
city-scale traffic forecasting [21], where they show that their model outperforms other
state-of-the-baseline models on a real world traffic dataset. Our approach models traffic at
a much finer granularity as compare to the work in [21] (5 s versus 5 min).

Several methods have been proposed for generalizing convolutions on graphs [22],
and they can be broadly classified into spectral-based or spatial-based methods. The spec-
tral approach tend to capture the global structure of the graph more accurately than spatial
methods. Unfortunately, spectral convolution methods require the eigen-decomposition of
the graph laplacian, which is computationally expensive. There are several good approxi-
mation approaches available for spectral-based graph convolutions [23-25]. Considering
the large size of our dataset, we employ the approach proposed by [23] based on first order
approximation of localized spectral filters.

Consider an intersection is represented as graph G = {V,E, A}, consists of set of
detectors V and |V| = n, set of edges E, and adjacency matrix A. If there exists an edge
between node i, node j then A(i,j) = 1, 0 otherwise. Each node of the graph is represented
as a vector x € R, this corresponds to arrival waveform with t timesteps. Let X € R7xt
be the node attribute matrix of the graph (n detectors, t timesteps). The notion of graph
convolution operator in spectral graph convolution for a signal X with kernel ® can be
seen as:

0.cX = O (UAUT) X )

where U € R"*" is the matrix of Eigenvectors of the normalized graph laplacian; A € R**"
is the diagonal matrix of eigenvalues. As discussed earlier, we use approximate methods
to compute ©. The convolution layer can be formulated as:

 Gani a(D—%AD—%xP@)P) )

where, A =1+ A is the adjacency matrix of graph G, D = Y ; Aj; is the diagonal degree
matrix of A, @ is trainable weight matrix of layer p, and ¢(.) is the activation function The
above equation represents the layer wise propagation rule that makes up a single layer of
the graph convolution. At a high level, this graph convolution operation aggregates the
neighboring node features at each layer.

To summarize, we use this graph convolution layer to extract spatial features from
the detector arrival waveforms. The proposed Spatial GC module consists of 3 stacked
graph convolution plus Global Additive Pooling (GAP) layers. The feature map after
each GAP layer is aggregated to obtain the final output of Spatial GC block (as shown in
Figure 3). The weights of Spatial GC block are shared across all the timesteps, the output
for each time step is concatenated across temporal dimension which in turn is fed into the
EDTAM module.
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4.2. Encoder Decoder with Temporal Attention

The encoder decoder model is a variant of Recurrent Neural Network (RNN) that
has well suited modeling temporal sequences. These networks process input sequences
within the context of their internal hidden state (“memory”) in order to arrive at the output,
the internal hidden state is an abstract representation of previously seen inputs. Thus,
they are capable of modeling dynamic contextual behavior. We use Gated Recurrent Units
(GRU) [26] as our choice of RNN in our implementation. The proposed EDTAM model
consists of three building blocks—encoder, decoder, and temporal attention module. These
are described below.

The encoder is an RNN that reads each timestep of the detector arrival waveform
sequentially and updates its hidden state conditioned on the current input and its previous
hidden state, Equation (3).

heyy = f(he(t—l)/yt> 3)

where hg ), yt are hidden state, input to the encoder at time step # respectively. The hidden
state of the encoder is stored after each time step, and the final output of the encoder is

He(T) = (he(1>/he(2> . 'he(t>)‘

The decoder is also an RNN that is trained to generate the output sequentially based
on its input and hidden state. At each time step, the input to the decoder is conditioned on
the decoder’s output at the previous timestep, encoder’s output, and current hidden state
of the decoder. The Temporal Attention Module (TAM) acts as an interface between the
encoder’s outputs and the input of the decoder.

The Temporal Attention Module (TAM) is a fully-connected network with the inputs
being the decoder’s output at a previous time step and its hidden state. The output of TAM
is a vector, attention scores, which is used to compute the weighted sum of the encoder’s
hidden states. This weighted sum is fed as input to the decoder, the attention helps the
model to focus on specific parts of the encoder’s outputs for prediction at each step.

The final hidden state of the encoder is used to initialize the hidden state of the decoder.
The attention scores for predicting at timestep, t are calculated as follows. Let h;(t), z;
represent the decoder’s hidden state, output respectively for time step ¢

exp (W] [hd(t) + Zt_1]>
Ti_iexp (Wj’ ey 4 Zt—l])

Ar = 4)

where w; are the rows of learnable weight matrix W, and Ar represents the computed
attention scores. The input to the decoder is the dot product of these attention scores with
the hidden states of the encoder, Ar.H, 7).

4.3. Overall Network

The Spatial GC block and encoder decoder module are stacked together and trained
end to end with a chosen loss metric, Adam optimizer. Implementation, training, and
evaluation of the model was done using the PyTorch [27] library.

5. Experimental Results

We now present the experimental results of our approach and compare the perfor-
mance of the proposed architecture with some of the recent deep learning architectures
proposed for spatio-temporal forecasting. In particular, we compare the performance of
our model against the following architectures.

e  FCN: Fully Connected Network;

¢ RNN-FCN: Recurrent Neural Network followed by a fully connected layer;

e  T-GCN: Temporal graph convolution network for traffic prediction as proposed in [14];

e STGCN: Spatio Temporal Graph Convolution Network for traffic prediction, as pro-
posed in [21];
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e  ST-RGAN: Spatio Temporal Residual Graph Attention Network as proposed in [15].

As mentioned earlier, the output of our model is the distribution of wait times,
fwr(wt), for a given input traffic pattern, signal timing parameters. Since we are try-
ing to predict the distributions, a softmax operation is applied to the model output to
convert it into a probability distribution. All the models are trained with the Adam op-
timizer and Mean Square Error (MSE) as the loss function. The different terms used to
describe input, output variables is shown in Figure 4. Each of the waveforms aggregate
counts for five-second intervals (the level of aggregation was chosen so that the number of
vehicles in each interval is very small—generally less than three, but also large enough to
keep the size of the network to be small).

1
qy
',

T

Major Street —

—SJ Y : (SIG)

v v v
Inflow Advance Stop bar
detector detector detector
(virtual) (ADV) (STP)

(INF)

Minor Street

Figure 4. A typical intersection with 8 different directions of vehicular movement (phases 1 to 8).
Vehicle waveforms are observed at Stop bar and Advance detectors (STP, ADV). STP, ADV, and INF
corresponds to the traffic waveform at stopbar detector, advanced and inflow (500 m away from the
intersection) aggregated at a 5-s interval. SIG corresponds to signal timing at a 5-s interval. STP, ADV,
and SIG are typically available in ATSPM data for every intersection.

Table 2 shows that our methods are better for all the error measures: Root Mean
Square Error (RMSE), Mean Absolute Error (MAE), and Mean Square Error (MSE). These
results show that InterTwin is significantly better than FCN, STGCN, and T-GCN in terms
of mean square error for MOE prediction. The key advantage of predicting distributions
is that different summary statistics such as mean, median, and percentile values can be
derived. Figure 5 shows actual vs. predicted scatter plot of the 50th, 70th percentile of wait
time computed from the distribution. Figure 6 shows actual versus predicted distribution
of wait time for a given inflow waveform, for different green time splits. These plots
show that the models are able to capture the interrelationship between input traffic and
signal timing parameters. We trained separate models each requiring different input traffic
patterns for different Signal Timing waveform (SIG) using:

1.  Only Inflow Traffic Waveforms (INF);
2. Only Advanced and Stopbar Waveforms (ADV and STP).

Table 3 shows the training and test errors for models with different input combinations.
The accuracy is high when stopbar, advance waveforms are used as input compared to
using only an inflow waveform. An important practical advantage of the model with only
stopbar and advance waveforms as input is that both of these waveform are easily available
in recorded controller logs at each intersection that support ATSPM. Thus, this model can
be very effectively used to infer wait time distributions from recorded controller log data
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in real world. Unfortunately, this model cannot be used directly for computing MOEs for
different signal timing plans. The latter is generally required for optimization purposes.

For optimization, it is more practical to use the INF waveform and SIG waveforms
as input as this model allows for varying signal timing plans. As discussed earlier, INF
waveforms for each approach can be computed using neural networks that use ADV and
STP waveforms along with SIG waveforms. For a given inflow, we can generate multiple
candidate signal timing plans, use the trained model in inference mode to evaluate each
timing plan based on the distribution of wait times. Using these trained models for MOEs
estimation is highly scalable compared to simulation-based approaches.

50th percentile 70th percentile
. °®
]
o
: : .
o o
b ]
=1 &
actual actual

Figure 5. Summary statistics such as 50th/70th percentile etc. can be computed from the predicted
distribution. Actual vs. predicted scatter plot of 50th, 70th percentile of wait time computed from the
distribution. The key advantage is that predicting distribution enables us to compute any statistic
of interest.
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Figure 6. Actual vs. predicted distribution of wait time for different green time splits for a given
input traffic. These plots show that the model is able to capture the interrelationship between input
traffic and signal timing parameters.
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Table 2. Table comparing performance of different models. The input to the models are ADV, STP,
and SIG. This suggests that our InterTwin model has better accuracy compared to other model archi-
tectures. MSE: Mean Square Error, RMSE: Root Mean Square Error, and MAE: Mean Absolute Error.

Model MSE RMSE MAE
FCN 1.5x10~* 0.0084 0.003

RNN-FCN 22x107* 0.0091 0.0032
T-GCN [14] 1.2 x107% 0.008 0.0026
STGCN [21] 1.5x10* 0.0085 0.0031
ST-RGAN [15] 5.4 %1073 0.0165 0.0095
InterTwin (ours) 09x10* 0.0076 0.0023

Table 3. Comparison of model performance for different input parameters. This suggests that using
STP, ADV has better accuracy compared to using INF waveform. The InterTwin model also has better
accuracy. It is more practical to use INF along with SIG as INF waveforms are not affected by SIG
and multiple signal timing parameters can be evaluated in parallel. Whereas, the other model (STP
ADV SIG) can be useful to understand performance measures on recorded historical data.

Model Inputs Train Error (MSE) Test Error (MSE)
InterTwin STP ADV SIG 0.9 x 1074 09 x 1074
InterTwin INF SIG 20x107% 21x107*

FCN STP ADV SIG 1.3 x 1074 15 %1074

FCN INF SIG 3.0x10°% 3x1074

For a given input traffic flow, to simulate 3200 different signal timing parameter
combinations took more than 13,400 s on a 32 core machine. While the trained neural
network model when used in inference mode generates output in 0.08 s for the same
number of combinations (batch size 3200). This suggests that neural network models are at
least four to five orders of magnitude faster.

6. Case Study

The trained models (that use INF and SIG waveforms) can be used to evaluate the
efficacy of different signal timing plans for an intersection. This can then provide trade-offs
for choosing a variety of signal timing parameters, including different green phase splits.

The 75th percentile of wait times as MOE is used for the rest of this discussion. In
general, adding more time to the major street results in increased wait time on the minor
street. The tradeoff can be clearly seen in Figure 7. It shows a scatter plot of 75th percentile
of wait times for major vs. minor movements for different barrier-1 times (Figure 1). Based
on this plot, a value of 60-70 s of green time may be appropriate as it minimizes the wait
time on major street while not significantly impacting the wait time on the minor street. Of
course a traffic engineer can look at these plots and other constraints to derive the optimal
values. Given that our approach is computationally very inexpensive, optimal values can
be derived separately for various hours of the day and day of the week combinations.

Table 4 shows a case study on a real intersection in Seminole County, Florida. We
varied the barrier-1 time (keeping the cycle length fixed) to understand its impact on the
wait time for traffic on major streets (NBT and SBT). These results show that changing the
barrier time from 80 s to 60 s can lead to a 25% improvement in wait time for the major
direction without significantly affecting the wait times on the minor street.

Rather than to provide one optimal signal timing plan, this framework can be ex-
tremely useful to practitioners to set green time splits for an intersection by understanding
the trade offs for different hours of the day and days of the week.
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Figure 7. Scatter plot of 75th percentile of wait times for major vs. minor movements for different
barrier-1 times. This can be useful to understand trade-offs in wait time for selecting different
barrier-1 times for major vs. minor streets.

Table 4. Analysis on Intersection-1205 on 4 February 2019. Changing barrier-1 time from existing
value 80 s to 60 s at 8:00 a.m. would improve the wait time on major direction by around 27%. NBT:
North Bound Through, SBT: South Bound Through.

. Barrier Time Barrier Time % Imprf)ve.m ent % Imprf)ve.m ent
Time — New _old of Wait Time of Wait Time
on NBT on SBT
8:00 a.m. 60 80 26 29
9:00 a.m. 70 80 15 12
10:00 a.m. 70 80 12 10
11:00 a.m. 50 80 34 30
12:00 p.m. 60 80 21 21
01:00 p.m. 60 80 22 23
02:00 p.m. 60 80 22 24
03:00 p.m. 50 80 37 34
04:00 p.m. 60 80 25 33
05:00 p.m. 50 80 34 35

7. Conclusions

In this paper, we proposed InterTwin, a deep neural network architecture based on spa-
tial graph convolution and encoder decoder recurrent networks that can predict the MOEs
quickly and precisely. Rather than just predicting one or two statistics for a MOE (e.g., mean
and standard deviation), our network can compute the entire distribution. Additionally,
our models are four orders of magnitude faster than conducting detailed simulations.

Broadly, we presented two models based on the input waveforms that are used along
with signal timing. The first one uses stopbar and advance waveforms. An important
practical advantage of the model is that both of these waveforms are easily available in
recorded controller logs at each intersection that support an ATSPM-based system. Thus,
this model can be very effectively used to infer wait time distributions from recorded
real-world controller log data. This model, however, cannot be used directly for computing
MOE:s for different signal timing plans.

The second model uses only inflow waveforms as input as this model allows for
varying signal timing plans. For a given inflow waveform, we can generate multiple
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candidate signal timing plans, use the trained model in inference mode to evaluate each
timing plan based on the distribution of wait times.

We believe that this computationally-efficient approach can be extended to corridor
optimization where the number of parameters is proportional to the product of parameters
for each intersection on the corridor. We are currently developing such methods.

Author Contributions: Conceptualization, Y.K., R.S. and S.R.; methodology, YK., R.S.; validation,
Y.K.; formal analysis, Y.K.; resources, S.R.; writing—original draft preparation, YK, R.S. and S.R.;
writing—review and editing, Y.K. and S.R.; visualization, Y.K.; supervision, S.R.; project adminis-
tration, S.R.; funding acquisition, S.R. All authors have read and agreed to the published version of
the manuscript.

Funding: The work was supported in part by NSF CNS 1922782. The opinions, findings, and
conclusions expressed in this publication are those of the authors and not necessarily those of NSF.

Conflicts of Interest: The funders had no role in the design of the study; in the collection, analyses,
or interpretation of data; in the writing of the manuscript, or in the decision to publish the results.

References

1.  Hamilton, A.; Waterson, B.; Cherrett, T.; Robinson, A.; Snell, I. The evolution of urban traffic control: Changing policy and
technology. Transp. Plan. Technol. 2013, 36, 24—43. [CrossRef]

2. Lownes, N.E,; Machemehl, R.B. VISSIM: A multi-parameter sensitivity analysis. In Proceedings of the 2006 Winter Simulation
Conference, Monterey, CA, USA, 3-6 December 2006; pp. 1406-1413.

3. Lopez, P.A; Behrisch, M.; Bieker-Walz, L.; Erdmann, J.; Flotterod, Y.P.; Hilbrich, R.; Liicken, L.; Rummel, J.; Wagner, P.; Wiessner,
E. Microscopic Traffic Simulation using SUMO. In Proceedings of the IEEE Intelligent Transportation Systems Conference (ITSC),
Maui, HI, USA, 4-7 November 2018.

4. Barceld, ].; Casas, ]. Dynamic network simulation with AIMSUN. In Simulation Approaches in Transportation Analysis; Springer:
Berlin/Heidelberg, Germany, 2005; pp. 57-98.

5. Wang, Y;; Zhang, D.; Liu, Y;; Dai, B.; Lee, L.H. Enhancing transportation systems via deep learning: A survey. Transp. Res. Part C
Emerg. Technol. 2019, 99, 144-163. [CrossRef]

6. Karnati, Y.; Sengupta, R.; Rangarajan, A.; Ranka, S. Subcycle Waveform Modeling of Traffic Intersections Using Recurrent
Attention Networks. IEEE Trans. Intell. Transp. Syst. 2021, 1-11. [CrossRef]

7. Sanchez-Gonzalez, A.; Godwin, J.; Pfaff, T.; Ying, R.; Leskovec, J.; Battaglia, P. Learning to simulate complex physics with graph
networks. In Proceedings of the International Conference on Machine Learning, Virtual Event, 13-18 July 2020; pp. 8459-8468.

8.  Kasim, M.E; Watson-Parris, D.; Deaconu, L.; Oliver, S.; Hatfield, P.; Froula, D.H.; Gregori, G.; Jarvis, M.; Khatiwala, S.; Korenaga,
J.; et al. Building High Accuracy Emulators for Scientific Simulations with Deep Neural Architecture Search. arXiv 2020.
arXiv:2001.08055.

9.  Wang, Y,; Zhao, L.; Li, S.; Wen, X.; Xiong, Y. Short Term Traffic Flow Prediction of Urban Road Using Time Varying Filtering
Based Empirical Mode Decomposition. Appl. Sci. 2020, 10, 2038. [CrossRef]

10.  Arif, M,; Wang, G.; Chen, S. Deep Learning with Non-parametric Regression Model for Traffic Flow Prediction. In Proceedings of
the 2018 IEEE 16th International Conference on Dependable, Autonomic and Secure Computing, 16th International Conference
on Pervasive Intelligence and Computing, 4th International Conference on Big Data Intelligence and Computing and Cyber
Science and Technology Congress (DASC/PiCom/DataCom/CyberSciTech), Athens, Greece, 12-15 August 2018; pp. 681-688.

11. Wang, Y,; Xu, S.; Feng, D. A New Method for Short-term Traffic Flow Prediction Based on Multi-segments Features. In
Proceedings of the 2020 12th International Conference on Machine Learning and Computing, Shenzhen, China, 19-21 June 2020;
pp- 34-38.

12. Xu, D.; Wei, C.; Peng, P.; Xuan, Q.; Guo, H. GE-GAN: A novel deep learning framework for road traffic state estimation. Transp.
Res. Part C Emerg. Technol. 2020, 117, 102635. [CrossRef]

13. Zargari, S.A.; Siabil, S.Z.; Alavi, A.H.; Gandomi, A.H. A computational intelligence-based approach for short-term traffic flow
prediction. Expert Syst. 2012, 29, 124-142. [CrossRef]

14. Zhao, L, Song, Y.; Zhang, C.; Liu, Y.; Wang, P; Lin, T.; Deng, M.; Li, H. T-GCN: A Temporal Graph Convolutional Network for
Traffic Prediction. IEEE Trans. Intell. Transp. Syst. 2020, 21, 3848-3858. [CrossRef]

15. Fang, M.; Tang, L.; Yang, X.; Chen, Y,; Li, C.; Li, Q. FTPG: A Fine-Grained Traffic Prediction Method With Graph Attention
Network Using Big Trace Data. IEEE Trans. Intell. Transp. Syst. 2021. [CrossRef]

16. Saroj, A.; Roy, S.; Guin, A.; Hunter, M.; Fujimoto, R. Smart city real-time data-driven transportation simulation. In Proceedings of
the 2018 Winter Simulation Conference (WSC), Gothenburg, Sweden, 9-12 December 2018; pp. 857-868. [CrossRef]

17.  Briigmann, J.; Schreckenberg, M.; Luther, W. Real-Time Traffic Information System Using Microscopic Traffic Simulation. In

Proceedings of the 2013 8th EUROSIM Congress on Modelling and Simulation, Cardiff, UK, 10-13 September 2013; pp. 448-453.
[CrossRef]


http://doi.org/10.1080/03081060.2012.745318
http://dx.doi.org/10.1016/j.trc.2018.12.004
http://dx.doi.org/10.1109/TITS.2021.3121250
http://dx.doi.org/10.3390/app10062038
http://dx.doi.org/10.1016/j.trc.2020.102635
http://dx.doi.org/10.1111/j.1468-0394.2010.00567.x
http://dx.doi.org/10.1109/TITS.2019.2935152
http://dx.doi.org/10.1109/TITS.2021.3049264
http://dx.doi.org/10.1109/WSC.2018.8632198
http://dx.doi.org/10.1109/EUROSIM.2013.83

Appl. Sci. 2021, 11, 11637 14 of 14

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

Klein, L.A.; Mills, M.K.; Gibson, D.R. Traffic Detector Handbook: Volume I; Technical Report; Turner-Fairbank Highway Research
Center Georgetown Pike: McLean, VA, USA, 2006.

Chamberlin, R.; Fayyaz, K. Using ATSPM Data for Traffic Data Analytics; Technical Report; Report No. UT-19.22 Utah Department
of Transportation. Available online: https://trid.trb.org/view /1671474 (accessed on 5 December 2021).

Hamilton, W.L.; Ying, R.; Leskovec, J. Inductive Representation Learning on Large Graphs. In Proceedings of the 31st International
Conference on Neural Information Processing Systems, Long Beach, CA, USA, 4-9 December 2017.

Yu, B.; Yin, H.; Zhu, Z. Spatio-Temporal Graph Convolutional Networks: A Deep Learning Framework for Traffic Forecasting.
In Proceedings of the Twenty-Seventh International Joint Conference on Artificial Intelligence, IJCAI-18, International Joint
Conferences on Artificial Intelligence Organization, Stockholm, Sweden, 13-19 July 2018; pp. 3634-3640. [CrossRef]

Chami, I.; Abu-El-Haija, S.; Perozzi, B.; Ré, C.; Murphy, K. Machine Learning on Graphs: A Model and Comprehensive Taxonomy.
arXiv 2021, arXiv:2005.03675.

Kipf, TN.; Welling, M. Semi-Supervised Classification with Graph Convolutional Networks. In Proceedings of the 5th
International Conference on Learning Representations, ICLR 2017, Toulon, France, 24-26 April 2017.

Defferrard, M.; Bresson, X.; Vandergheynst, P. Convolutional Neural Networks on Graphs with Fast Localized Spectral Filtering.
Adv. Neural Inf. Process. Syst. 2016, 29, 3844-3852.

Levie, R.; Monti, F; Bresson, X.; Bronstein, M.M. CayleyNets: Graph Convolutional Neural Networks With Complex Rational
Spectral Filters. IEEE Trans. Signal Process. 2019, 67, 97-109. [CrossRef]

Cho, K.; Merriénboer, B.V.; Gulcehre, C.; Bahdanau, D.; Bougares, F; Schwenk, H.; Bengio, Y. Learning phrase representations
Using RNN encoder-decoder for statistical machine translation. arXiv 2014, arXiv:1406.1078.

Paszke, A.; Gross, S.; Massa, F,; Lerer, A.; Bradbury, J.; Chanan, G.; Killeen, T.; Lin, Z.; Gimelshein, N.; Antiga, L.; et al. PyTorch:
An Imperative Style, High-Performance Deep Learning Library Advances. Adv. Neural Inf. Process. Syst. 2019, 32, 8026-8037.


https://trid.trb.org/view/1671474
http://dx.doi.org/10.24963/ijcai.2018/505
http://dx.doi.org/10.1109/TSP.2018.2879624

	Introduction
	Related Work
	Simulator for Dataset Generation
	Proposed Framework
	Spatial Graph Convolution
	Encoder Decoder with Temporal Attention
	Overall Network

	Experimental Results
	Case Study
	Conclusions
	References

