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Abstract: The emergence of social media, the worldwide web, electronic transactions, and next-
generation sequencing not only opens new horizons of opportunities but also leads to the accumula-
tion of a massive amount of data. The rapid growth of digital data generated from diverse sources
makes it inapt to use traditional storage, processing, and analysis methods. These limitations have led
to the development of new technologies to process and store very large datasets. As a result, several
execution frameworks emerged for big data processing. Hadoop MapReduce, the pioneering frame-
work, set the ground for forthcoming frameworks that improve the processing and development of
large-scale data in many ways. This research focuses on comparing the most prominent and widely
used frameworks in the open-source landscape. We identify key requirements of a big framework
and review each of these frameworks in the perspective of those requirements. To enhance the clarity
of comparison and analysis, we group the logically related features, forming a feature vector. We
design seven feature vectors and present a comparative analysis of frameworks with respect to those
feature vectors. We identify use cases and highlight the strengths and weaknesses of each framework.
Moreover, we present a detailed discussion that can serve as a decision-making guide to select the
appropriate framework for an application.

Keywords: big data frameworks; fault tolerance; stream processing systems; distributed frameworks;
Spark; Hadoop; Storm; Samza; Flink; comparative analysis; a survey; data science

1. Introduction

Over the years, data has been generated from millions of data sources at an astonishing
rate. Perhaps, the most substantial byproduct of the digital revolution is the generation
of an explosive amount of data. This incredible data growth is predicted in a report
generated by The Internet Data Center (IDC). In 2012, the IDC estimated that the digital
data would be grown by 300 times between 2005 and 2020, which means it will increase
from 130 exabytes to 20,000 exabytes [1]. More recently, IDC has predicted in its white
paper that by 2025, the digital data will grow by 175 zettabytes [2]. This increasingly
growing amount of data is often referred to as ‘big data’ [3]. Data is a valuable asset in our
information society. Extracting meaningful information from these high volume datasets
has become a fundamental activity for industrial and academic communities. Business
organizations use big data analytics to analyze customer behaviors and trends that can be
capitalized. The high availability of data is also greatly changing the trends in scientific
communities. Science has moved towards a data-oriented quest, where the data-intensive
computations yield discoveries in science.

Analyzing large scale data may also result in unexpected outcomes that can help
to improve the quality of life in many ways. For example, by analyzing the number of
flu-related queries, Google Flu Trend can detect regional flu outbreaks faster than the
Center for Disease Control and Prevention [4]. Similarly, Google uses large amounts of
data to solve complex problems. The data generated by Global Positing System (GPS) is
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used to avoid traffic jams, define routes, and determine optimal paths between locations.
IBM uses real-time traffic data to accurately predict the arrival times of buses in London [5].
All these data-oriented advancements are achieved mainly due to the emergence of new
technologies that provide powerful functions and controls to programmers, so that they
can focus on data processing and information extraction instead of managing resources
and low-level parallelism details.

Since datasets have grown to an order of magnitude which is difficult to perceive,
to put this into perspective, Figure 1 shows some real-world examples to illustrate large
data scales. Such voluminous and incremental datasets make it impossible to store and
process them in a reasonable amount of time using traditional computing techniques. To
Address this challenge, parallel computing environments and technologies have emerged
as a prime solution. These parallel computing environments offer increasingly power-
ful ways to analyze and process large scale data for real-time analysis. However, the
complexity of such parallel computing environments and their characteristics hinders the
maximum productive utilization of these platforms. Some of the concerns include resolving
dependencies, load balancing, scheduling and scalability. The problem poses an additional
challenge when we add an almost certain possibility of machine failure and fluctuation of
workloads that may be caused by temporary suspension or activation of computing nodes.
These challenges resulted in the development and evolution of several big data processing
frameworks.

Figure 1. Understanding the data deluge.

Hadoop MapReduce is one of the earliest frameworks that empowers the use of
inexpensive commodity machines for big data analytics in place of expensive high-end
systems. The early adoption of Hadoop MapReduce by research communities caused the
rapid evolution of the system, which laid the foundation for the development of several
other frameworks. Among those frameworks, some are based on Hadoop distributions,
while others are self-developed.

Big data analytics is a rewarding tech trend in business communities and enterprise
software development. Consequently, big data processing is fundamental to the business
models of many companies. The availability of a number of big data frameworks makes it
difficult for practitioners and researchers to decide which framework will better serve the
needs of a particular application. Therefore, selecting an appropriate big data processing
framework for a particular application is a non-trivial task. In order to choose the right
framework for a particular application, one must consider the architectural features, the
data processing model, semantics of fault tolerance and performance guarantees of the
framework. These considerations will help determine whether or not a framework will best
meet the needs of an application. Therefore, it is important to have a study that discusses
and compares the most prominent and widely used big data frameworks.

This article provides an in-depth review of the five most popular and widely adopted
big data frameworks in the open-source landscape, i.e., Hadoop, Spark, Storm, Samza
and Flink. We identify some key features and group the logically related features together
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to form a feature vector. The frameworks discussed in this study are then compared
based on seven feature vectors. We also identify the key strengths and limitations of these
frameworks. We discover the use cases where each of these frameworks ideally fits in. The
main contributions of this work are as follows:

• A comprehensive overview of the most widely used open-source frameworks with an
architectural perspective. We discussed the different fault-tolerance mechanisms, the
scheduling schemes, and the data flow models used by each of these frameworks.

• Comparative analysis of the frameworks with respect to identified feature vectors.
• Identification of key strengths and weaknesses of each of the frameworks under

consideration. We presented a detailed discussion that serves as a guide for selecting
the appropriate framework for an application.

• We pointed out the application use cases where each of the frameworks ideally fits in.

For convenient referencing, Table 1 provides a list of acronyms used in this article.
The rest of the paper is organized as follows: Section 2 surveys existing literature studies
and highlights the differences of our work from existing studies. Section 3 discusses the
requirements of a distributed framework. Section 4 presents the architectural details along
with the identified requirements of the presented frameworks. Section 5 discusses feature
vectors and comparative analysis of the frameworks with respect to those feature vectors.
Section 6 presents a comprehensive discussion and point out the findings of the comparison.
Finally, in Section 7, we present our conclusion. Figure 2 outlines the overall organization
of the paper.

Figure 2. Organization of the paper.
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Table 1. List of acronyms used in this article.

ACLs Access Control Lists
AMP Advanced Materials Processing
API Application Programming Interface

AWS Amazon Web Services
CPU Central Processing Unit
DAG Directed Acyclic Graph
FIFO First In First Out
GPS Global Positioning System

HDFS Hadoop Distributed File System
I/O Input/Output
IDC Internet Data Center
ML Machine Learning
NM Node Manager

RDDs Resilient Distributed Datasets
RM Resource Manager
SSL Secure Sockets Layer
TLS Transport Layer Security

YARN Yet Another Resource Negotiator

2. Related Work

There are various studies published in the literature that compares different big data
frameworks. In this section, we will discuss some of the significant and recent research
contributions on the topic. Figure 3 depicts a timeline view of the research works discussed.

Chen and Zhang [6] focused on the problems and challenges of big data and the
techniques to address these problems. The authors discussed a number of methodologies to
handle large scale data such as cloud computing, granular computing, quantum computing
and bio-inspired computing. Singh and Reddy [7] presented a comprehensive analysis of
big data platforms, including HPC clusters, Hadoop ecosystem, peer-to-peer networks,
GPUs, multicore CPUs and field programmable gate arrays (FPGAs). Morais [8] provided
a theoretical survey of Hadoop, Spark and Storm. The author compared two frameworks
Spark and Storm, based on five parameters, processing model, latency, fault tolerance,
batch framework integration and supported languages. Hesse and Lorenz [9] carried out a
conceptual survey of stream processing systems. The discussion is generally focused on
some fundamental differences related to stream processing systems. Landset et al. [10]
discussed open-source tools for machine learning with big data in the Hadoop ecosystem.
The authors discussed machine learning tools and their compatibility with MapReduce,
Spark, Flink, Storm and H2O. They evaluated a number of machine learning frameworks
based on scalability, ease of use, and extensibility. Authors in [11] compared big data
frameworks on a number of performance parameters based on some empirical evidence
from the available literature. Bajaber et al. [12] presented a taxonomy and investigation of
open challenges in big data systems. The authors discussed big data systems, their SQL
processing support and graph processing support. The research focuses on identifying
research problems and opportunities for innovations in future research.

A survey of the state-of-the-art stream processing systems is presented in [13]. Authors
discussed mechanisms for resource elasticity to adapt to the needs of streaming services
in cloud computing. The research also explores the problems and existing solutions
associated with effective resource management. The research indicators are limited to the
elasticity aspect of stream processing systems. Inoubli [14] compared big data frameworks
on the basis of experimental evaluation. Another study [15] empirically compared the
performance of popular big data frameworks on a number of applications that include
WordCount, Kmeans, PageRank, Grep, TeraSort, and connected components. Authors
demonstrated that Spark outperformed Flink and Hadoop for WordCount and k-means,
while Flink performed well for PageRank. Both Spark and Flink yield similar results
on rest of the applications. In [16], researchers measured the performance of Spark and
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Hadoop using WordCount and a logistic regression program. The results showed that
Spark outperformed Hadoop.

Figure 3. A timeline view of the research works reviewed.

Gupta and Parveen [17] surveyed popular big data frameworks on the basis of a few
primitive parameters. Saadoon et al. [18] highlighted common problems and potential
solutions related to fault tolerance in big data systems. The study presented a thorough
discussion based on the findings derived from existing studies. Bartolini and Patella [19]
conducted a study that used sustainable input rate as a measure of efficiency to compare
big data frameworks. Authors empirically proved that Storm outperformed both Flink and
Spark in local cluster setting as well as in cloud environment. In [20] authors focused state
management techniques in big data systems such as Flink, Heron, Samza, Spark, and Storm.
Cumbane [21] reviewed big data frameworks for disaster response applications. This
research also discussed the similarities and differences of big data frameworks. However,
the focus of the study revolves around the application of big data systems in the response
phase of a disaster. Inoubli et al. [22] surveyed popular stream processing frameworks
and an experimental evaluation of resource consumption. Patil [23] discussed big data
frameworks and empirically compared Spark and Flink with TeraSort benchmark using
execution time, network usage and throughput as performance measures.
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Research Gap

There are some research gaps in the aforementioned literature works. The architectural
aspects of big data frameworks are not thoroughly explored, which could have significantly
assisted in suitability assessment. Several researchers [14–17,19,22,23] focused on the
performance comparison of the big data frameworks. A number of studies are dedicated
to reviewing big data frameworks concerning a specific aspect or in the context of a
specific application domain [10,12,20–22]. The studies that made architectural comparisons
considered only a limited number of features. Although the architectural and related
aspects of some big data frameworks have been explored recently, no guidance is provided
to help developers and practitioners select a suitable framework for their application.
Furthermore, the existing studies do not elaborate on the comparative analysis that can
help to build meaningful preference about the frameworks for a particular application.
There is a need to cover all architectural aspects related to the core functionality of a big
data framework. A detailed comparative analysis based on the comprehensive feature
set will help choose a suitable big data framework for an application. This clearly gives
a motivation to explore the most widely used big data frameworks and the important
architectural features in qualitative assessment.

3. Requirements of a Big Data Processing Framework

This section specifies the four important requirements of a big data processing frame-
work that we chose to focus on.

3.1. Architecture

Almost all big data processing frameworks distribute workloads across multiple
processors, which requires partitioning and distribution of data files, managing data storage
in a distributed file system, and monitoring actual processing performed by multiple
processing nodes in parallel. The architecture of a framework is designed to handle all
these responsibilities. It typically serves as a reference blueprint for available infrastructure
that defines various logical roles and describes how the system will work, the components
used, and how the data will flow. Most of the big data framework architectures include
four major modules: resource management, scheduling, execution, and storage [24]. The
architecture should outline the entire data life cycle starting from the data source till the
generation and storage of results for future use [25]. This architecture must ensure fault
tolerance, scalability, and high availability.

3.2. Data Processing Model

The data processing model defines how the data is processed and how the computa-
tions are represented in the system. Generally, the data is processed either in batch mode
or in the form of a continuous stream. In a batch processing system, the processing is done
on a block of data that is stored over a period of time. Whereas, in a stream processing
system, the processing is done on a continuous stream of data as it arrives. Computations
are also represented in different forms, for example, Hadoop processes computations in
map-reduce functions. Alternatively, data and computations can also be realized as a
logical directed acyclic graph (DAG).

3.3. Scheduling

In a big data processing system, a lot of CPU cycles, network bandwidth, and disk I/O
are required. Therefore, it is important to schedule tasks efficiently such that it minimizes
the overall execution time and maximizes resource utilization. The primary goal of task
scheduling is to schedule independent and dependent tasks and the optimal reduction
of the number of task migrations, thereby reducing computation time while increasing
resource utilization.
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3.4. Fault Tolerance

In distributed computing, faults can occur at various levels, such as node failures,
process failures, network failures, and resource constraints. Although the failure probability
of a single component is relatively low, when a large number of such components work
together, the probability of component failure at any given time cannot be ignored. In fact,
in large scale computing, failure is not an exception rather a norm. Fault tolerance is an
attribute that enables the system to continue working if one or more components fail.

4. Big Data Processing Frameworks

Parallel and distributed computing has emerged as a prime solution for the processing
of very large datasets. Yet, their complexity and some of their features may prevent its
maximum productive utilization to common users. Data partitioning and distribution,
scalability, load balancing, fault tolerance, and high availability are among the major
concerns. Various frameworks have been released to abstract these functions and provide
users with high-level solutions. These frameworks are typically classified according to
their data processing approach, i.e., batch processing and stream processing (as shown
in Figure 4). MapReduce has emerged as one of the earliest programming models for
batch processing. Today, it is recognized as a pioneer system in big data analytics. In 2004,
under the influence of an ever-increasing amount of data on the web, Google developed
Google File System [26] and MapReduce [27]. In a MapReduce program, the user specifies
the computation in the form of two functions map and reduce, which can be executed
in parallel on multiple computing nodes and easily scaled to large clusters. The Map
function takes in a key/value pair and generates a collection of intermediate key/value
pairs. The Reduce function combines all the intermediate values assigned to the same
intermediate key. The runtime system is responsible for data partitioning, distribution
of data and computation across the cluster, handling machine failures, and managing
necessary communications among computing nodes.

Figure 4. Classification of big data processing frameworks.

Efforts have been made to convert these technologies into open-source software, which
resulted in the development of Apache Hadoop [28] and Hadoop file system [29], that
laid the foundation for other big companies like Yahoo!, IBM, Twitter, LinkedIn, Oracle
and HP to invest in building solutions for large scale data processing. MapReduce and
its related distributions had established them as a sound solution to batch workloads.
However, a well-defined processing model for distributed stream processing was still
lacking. Consequently, a number of reliable and popular open-source frameworks were
developed, such as Sparks, Storm, Samza and Flink. This section sheds light on the five
most prominent and widely adopted big data processing frameworks.

4.1. Hadoop

Apache Hadoop [28] is the most widely used implementation of the map reduce
programming model. Being an open-source implementation, Hadoop is equally popular in
the researchers and industrial community. However, the major reason for its increasing
adoption is its inherent characteristics such as load balancing, fault tolerance, and scalability.
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The framework was first developed by a yahoo employee Doug Cutting and a professor of
the University of Michigan, Mike Cafarella [30]. Later, it evolved over several years to reach
its current stable version. Since its initial release, Hadoop gained the increasing attention of
researchers and was adopted by several industry giants such as Yahoo!, Amazon, Facebook,
eBay, and Adobe, which caused the rapid evolution of the framework [30].

4.1.1. Architecture

The overall architecture of Hadoop consists of two major components Hadoop Dis-
tributed File System (HDFS) [29] and Yet Another Resource Negotiator (YARN) [31]. HDFS
is Hadoop’s very own distributed file system which provides high throughput access to
application data across thousands of machines in a fault tolerant manner. While YARN is
responsible for resource management and scheduling. Figure 5 illustrates the architecture
of Apache Hadoop.

In HDFS, data is stored in the form of files that are divided into data blocks. Each
block is stored in one of the nodes in the Hadoop cluster. Thus, each node in the cluster
stores a part of a file. Data blocks are replicated to ensure high availability and fault
tolerance. HDFS is primarily based on two daemons called NameNode and DataNode.
The HDFS cluster consists of one master node and several slave nodes. The master runs
the NameNode daemon that is responsible for managing the file system and regulating
file access to users. While slave runs DataNode daemon that stores data blocks and serves
read/write requests from a user.

YARN was introduced by Yahoo! and Hortonworks in 2012 [31], and it became
part of Hadoop as Hadoop 2.x [30]. In Hadoop 2.x, YARN takes the role of distributed
application manager and MapReduce stays as pure computational framework. It has two
major components named Resource Manager (RM) and Node Manager (NM). Resource
Manager is a master daemon that is responsible for scheduling and resource management,
while, Node Manager is a slave daemon that is responsible for managing containers and
monitoring resource usage on a single node. It periodically monitors the health status of
the host node and reports the same to RM.

Figure 5. Apache Hadoop architecture.
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4.1.2. Data Processing Model

Apache Hadoop is well suited for batch processing of unstructured data. Prior to
Hadoop 2.x, there were two layers in the Hadoop, MapReduce layer for data processing
and cluster management while HDFS layer for data storage. Therefore, MapReduce was
the only data processing framework for Hadoop 1.x. Later, with the emergence of Hadoop
2.x, data processing and resource management are separated into two layers that enable
Hadoop to work with other data processing platforms such as Crunch (Apache Crunch:
http://crunch.apache.org) (accessed on 12 June 2021), Tez [32], Pig [33] and Cascading
(Cascading: https://www.cascading.org) (accessed on 12 June 2021). However, majorly
the data processing is done using the MapReduce paradigm.

4.1.3. Scheduling

Scheduler in Hadoop is part of YARN resource manager and is purely responsible
for scheduling resources to run applications. YARN scheduler offers three pluggable
scheduling policies, FIFO, Capacity and Fair. FIFO is the default scheduling policy that
serves resource requests on a first come, first serve basis. This scheduling policy is not
suitable for shared clusters as larger applications will occupy all the resources resulting
longer waiting times for other applications in the queue. The Capacity Scheduler, originally
developed by Yahoo!, allows large clusters to be shared with multiple tenants while
providing each tenant with a minimum capacity guarantee. On the contrary, the Fair
scheduler, developed by Facebook, does not reserve resources as per capacity rather, it
dynamically balances resources among all outstanding jobs. The idea is to share the
available resources among submitted jobs such that each job will get, on average, an equal
share of resources.

4.1.4. Fault Tolerance

Apache Hadoop is highly fault tolerant. HDFS layer ensures fault tolerance using
data replication. Data blocks stored in DataNodes are replicated and distributed across
the cluster to provide reliability and high availability. Prior to the 2.x, the NameNode
was a single point of failure in an HDFS cluster, with the release of Hadoop 2, HDFS high
availability enables multiple standby NameNodes to run on a single HDFS cluster in an
active/passive configuration. A failure can arise at three levels: task level, slave node level,
master node level. If a task fails at the slave node, it reports back to the resource manager
before exiting which in return allocates the failed task to another machine in the cluster
and marks up the free slot on slave for another task. If a task fails at the master node, that
task can be restarted in the same node from the last check point state since the master takes
periodic check points of all the master data structures. When a slave node fails, the RM at
the master node will detect this failure by timing out its heartbeat response. The RM will
assign failed node tasks to some other idle node in the cluster and remove the failed node
from a pool of resources. If the fault is transient, the NM at slave cleans up its local state,
resynchronize itself with RM and redo its work done during the fault. RM failure was a
single point of failure before Hadoop 2.x. However, the high availability feature enables
running a redundant resource manager in standby mode that takes up in case of active
resource manager failure.

4.2. Spark

Apache Spark is a cluster computing framework originally developed by Matei Za-
haria at UC Barkley in 2009 and later donated to Apache Foundation in 2013 [34]. Previously,
Hadoop was deficient for iterative working sets that are reused across multiple parallel
operations. Hence, the primary design goal of Spark is to extend the MapReduce model
to support interactive queries and iterative jobs efficiently. Spark introduced Resilient
Distributed Datasets [35] for in-memory processing to speed up computations. Since its
inception, several communities have contributed to building a sound echo system around
it, especially a rich set of APIs initially available in Scala and later available in Java, Python,

http://crunch.apache.org
http://crunch.apache.org
https://www.cascading.org
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R and SQL. Spark is one of the first frameworks to support distributed batch processing
and stream processing along with iterative queries.

4.2.1. Architecture

Apache Spark has a layered architecture in which all Spark components and layers
are loosely interconnected, as shown in Figure 6. Spark has a rich set of high-level libraries,
which includes SparkSQL [36] for the processing of structured data, Spark streaming [37]
for real-time stream processing, MLlib [38] for machine learning algorithms, GraphX [39]
for graph processing and SparkR [40] for big data analysis from R shell. Spark core
is responsible for task scheduling, fault recovery, interacting with storage systems and
memory management. The spark core engine is based on the master slave architecture. The
master node has the driver program that executes the main function of the user application.
The driver program creates the spark context. The spark context connects with the cluster
manager and acquires the executors on worker nodes and distributes tasks to the executors.
The worker nodes are salve nodes that actually executes the tasks and return the result to
spark context. Every worker node launches a process known as executor to run tasks and
provide in-memory storage for Resilient distributed datasets (RDDs). RDDs are in-memory
partitioned sets of data that are distributed over multiple nodes across the cluster. Spark
can be deployed as a Standalone server or run on top of a cluster manager like Mesos [41]
or YARN. Spark does not have its storage mechanism rather. It can work with any Hadoop
compatible data sources such as HBase, HDFS, Casandra and Hive etc. [34].

Figure 6. Layered architecture of Spark.

4.2.2. Data Processing Model

Unlike Hadoop, Spark is suitable for stream processing as well as batch processing.
Spark works with RDDs and DAG to run operations. All Spark jobs are eventually con-
verted into a Directed Acyclic Graph prior to execution. In contrast to MapReduce, where
there are only two stages of computations map stage and reduce stage, Spark has multiple
stages of computations that forms a DAG.
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4.2.3. Scheduling

The internal scheduling of tasks within a Spark application is done either using a FIFO
scheduler or a Fair scheduler. FIFO is the default scheduler that may cause significant delay
to process later tasks if the earlier tasks are long running. Fair scheduler mitigates this
problem by assigning tasks round robin fashion. FAIR Scheduler also supports grouping
tasks into pools. In addition, different scheduling parameters (such as weights) can be
configured for each pool. This is useful for creating higher priority pools for certain tasks.
For scheduling across multiple applications over the cluster, Spark relies on the cluster
managers that it runs on. For a multi-user environment in the cluster, Spark offers both
static and dynamic scheduling. With static partitioning of resources, on startup each
application is given its maximum required resources for its lifetime. Spark’s standalone
cluster mode, coarse-grained Mesos mode and YARN use static partitioning. In standalone
mode, by default, applications run in FIFO order, and each application will try to use all
available nodes. Spark also have a mechanism to dynamically allocate resources based
on the demand of applications. This enables applications giving up on resources even
during the execution if they are not in use and applications can request them back if they
are needed.

4.2.4. Fault Tolerance

Since, spark processes data in a fault-tolerant file system (such as HDFS), so any RDD
built from fault-tolerant data will be fault-tolerant. Also, it inherits the fault-tolerance of
highly resilient cluster managers such as YARN and apache mesos, as it runs on top of
them. Another main semantic of fault tolerance in Apache Spark is that all Spark RDDs
are immutable and the dependencies between the RDDs are recorded through the lineage
graph in the DAG. Hence, each RDD remembers that how it was created from previous
RDD. In case of failure, RDDs can be recovered by using lineage information. If a worker
node fails, the executors on that worker node will be killed along with the data in its
memory. With the help of a lineage graph, these tasks can be re-executed on another
worker node. If the master node fails, the cluster manager can restart the application.

4.3. Storm

Apache Storm is a distributed processing framework for real-time data streams. Storm
was originally developed by Nathan Martz of BackType, which was acquired by Twitter in
2011. Storm became open-source in 2012 and became part of Apache projects later in 2014.
Since its inception, Storm has been widely recognized and adopted by some of the big
names in the industry, such as Twitter, Yahoo!, Alibaba, Groupon, WeatherChannel, Baidu
and Rocket Fuel [42]. Apache Storm is designed to process and analyze large amounts
of unbounded data streams that may come from various sources and publish real-time
updates on the user interface or other locations without storing any real data. Storm is
highly scalable in nature and provides low latency with an easy to use interface through
which developers can program virtually in any programming language [43]. To achieve
this language independence, Apache Storm uses Thrift definition to define and deploy
topologies.

4.3.1. Architecture

The Apache Storm is based on the master/slave architecture. The Storm architecture
allows only one master node. The physical architecture of Storm consists of three main
components. Nimbus, Zookeeper and supervisor (as shown in Figure 7a). Nimbus is a
master daemon that distributes work among all available workers. The key responsibilities
of Nimbus include assignment of tasks to working nodes, tracking the progress of tasks,
and rescheduling of the tasks to other working nodes in case of failure. Actual processing
is performed by worker nodes. Each worker node can run one or more worker processes.
At any given time, a single machine may be running multiple worker processes. Each
worker node has a supervisor process running on it which communicates with Nimbus.
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The supervisor coordinates the status of the currently running topology and announces
any available slots to take up possibly more work. Nimbus monitors the topologies that
need to be mapped and does the mapping between those topologies and supervisors when
needed. Zookeeper [44] is used for all coordination between Nimbus and the Supervisors.

Figure 7. Apache Storm (a) Architecture of Apache Storm; (b) An illustration of Storm Topology.

4.3.2. Data Processing Model

The basic data processing model of Storm consists of four abstractions, topology,
spouts, bolts, stream. In Storm, a stream is an unbounded sequence of tuples, where tuples
are named lists of values, that can be of any type including strings, integers, floating-point
numbers, etc. The logic of any real time storm application is presented in the form of a
topology, which is a network of bolts and spouts. Figure 7b illustrates a storm topology.
Spouts are source of stream that essentially connects with a data source such as Kafka [45]
or Kestrel. It continuously receives data and converts it to stream of tuples and pass them
to bolts. Bolts are the processing units of a storm application that can perform a variety of
tasks.

4.3.3. Scheduling

Apache Storm has four built-in schedulers: Default, Isolation, Multitenant, and Re-
source Aware [46]. The default Storm scheduler is fair scheduler that takes into account
each node when scheduling tasks. It implements a simple round-robin strategy with the
goal of producing an even distribution of work among workers. Isolation scheduling
enables safe sharing of a cluster among many topologies. In isolation scheduling, the user
can specify which topologies should be isolated, which means topologies marked isolated
are running on a dedicated set of nodes in the cluster, and other topologies will not be able
to run on those nodes. These isolated topologies have priority in the cluster, when there is
competition with the non-isolated topology, resources are allocated to the isolated topology.
When the isolated topology requires resources, the resources are taken away from the
non-isolated topologies. The multitenant scheduler is designed for a multitenant storm
cluster. It allocates resources on per user basis. Whereas, the resource aware scheduler
works in two phases. In the first phase, task selection is performed by obtaining a list of
unassigned tasks. In the later phase, it selects a node for each task based on resource-aware
considerations such as CPU, memory, physical distance and network bandwidth. Other
than built-in schedulers, there are a number of scheduling techniques proposed in the
literature [46–51] that focuses on improving latency, network traffic, and throughput.

4.3.4. Fault Tolerance

The Nimbus and Supervisors are designed to fail-fast, yet resilient and stateless
daemons, with all of their data stored in Zookeeper or on the local discs, thus, preventing
any catastrophic loss in case of processes or processor failure. This design artifact is the
key to Storm’s fault-tolerance. Even if the Nimbus process fails, the workers can still make
progress. However, without Nimbus, workers will not be reassigned to other machines
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when necessary. Furthermore, the Supervisors can restart the worker processes if they
fail. If a supervisor fails and unable to send a heartbeat to Nimbus, or the task assigned
to a supervisor is timed out, then the Nimbus will reschedule that task to another slave
node. Additionally, Storm offers reliable spouts to replay the stream in case it is failed to be
processed.

4.4. Samza

Samza [52], developed in-house at LinkedIn in 2013 and later donated to Apache
Software Foundation. It is based on a unified design for the stateful processing of batched
data and high volume real time data streams. Samza is designed to support high through-
put (millions of messages per sec) for data streams while providing quick fault recovery
and high reliability. To achieve these design goals, samza uses some key abstractions,
such as partitioned streams, changelog capturing and local state management. Samza is
now adopted by several big companies including LinkedIn, VMWare, Uber, Netflix, and
TripAdvisor [53].

4.4.1. Architecture

Samza has a layered architecture that consists of three layers. Figure 8 depicts three lay-
ers of Samza architecture. A streaming layer which is responsible for providing replayable
data source such as Apache Kafka, AWS Kinesis, or Azure EventHub. The execution layer
which is responsible for scheduling and resource management, and processing layer which
is responsible for data processing and flow management. The streaming layer and execu-
tion layer are pluggable components. Data streaming can be provided by any existing data
sources. Similarly, cluster management and scheduling can be done by Apache YARN or
Mesos. However, Samza has built-in support for Apache Kafka data streaming and Apache
YARN for job execution. The execution model of a Samza Job is based on publish/subscribe
task concept. It listens to a data stream from Kafka topic, processes the message when it
arrives, and then sends its output to another stream. The data stream in Kafka consists of
several partitions based on a key value pair. Samza tasks consume data streams and can
run multiple tasks in parallel to consume all partitions of the stream in parallel. Samza
tasks are executed in the YARN containers. YARN distributes containers on multiple nodes
in the cluster and distributes tasks evenly among the containers. After execution the output
can be sent to another stream for further processing. Unlike common stream processing
systems, Samza is based on a decentralized model where there is no system level master to
coordinate activities rather every job has a lightweight coordinator to manage it.

Figure 8. The layered architecture of Samza.
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4.4.2. Data Processing Model

The data processing model of Samza builds upon two strong pillar: streams and jobs.
Streams are primarily the inputs and outputs of the samza Jobs. A stream in Samza is a
multi-part, ordered, multi-subscriber message sequence that is replay-able and lossless by
design. User programs in Samza are processed in the form of Samza jobs. A Samza job is
the code that consumes and processes a series of input streams and produce one or more
output streams. These jobs are represented in the form of a directed graph of operators
(vertices) connected by data streams (edges). The job and streams are further broken down
into smaller execution units of parallelism, called tasks and partitions. Each task receives
data from one or more partitions for each worker input stream. With this break down
of stream to partitions and jobs to parallel tasks, samza achieves a linear scalability with
number of containers [52].

4.4.3. Scheduling

For task scheduling and resource negotiation, Samza relies on pluggable cluster
managers like YARN and Mesos.

4.4.4. Fault Tolerance

To ensure fault tolerance, each task in Samza runs a changelog-capturing service
in the background that records incremental changes at a known place in the native file
system. A failed task can be restarted by replaying the changelog. When a container
restarts after a failure, it looks for the latest checkpoints and begins accepting messages
from the latest checkpoint offset, this ensures at least once processing guarantees. This
changelog mechanism is more efficient in comparison with full state check pointing, where
a snapshot of the entire state is stored [52]. For further efficiency gains, the change log
updates do not use the main computation hot path. Updates are stored in batches and sent
to Kafka periodically in the background using spare network bandwidth. Re-scheduling
a task after failure improves efficiency by Host Affinity mechanism that reduces the
overhead of accessing changelog remotely, however, this overhead is unavoidable in
case of permanent/long term machine failures.

4.5. Flink

Apache Flink is a distributed processing framework for stateful processing of un-
bounded and bounded streams of data. Flink is considered as next generation large scale
data processing framework that is designed to work in all popular cluster environments
with low latency and high throughput. Flink was initiated in 2009 at Technical University
of Berlin with the name Stratosphere [54]. In 2014, as an Apache incubator project, Strato-
sphere became an open-source project with the name “Flink”. Flink is known to process
data hundred times faster than MapReduce [55]. Due to its highly flexible windowing
mechanism, Flink programs can calculate early and approximate results, as well as delayed
and accurate results through the same process, so there is no need to combine different
systems for the two use cases [56].

4.5.1. Architecture

Flink has a layered architecture that consists of four layers (Figure 9). Primarily, Flink
is a stream processing engine that doesn’t offer a storage and resource management system
of its own, instead it is designed to read data from various streaming and various storage
systems. The core of Flink is a distributed data flow engine that receives user programs in
the form of a DAG. The DAG in Flink is a parallel data flow graph which contains a series
of tasks that produce and consume data streams. Flink has two main APIs: The DataSet
API for processing bounded data streams i.e., batch processing and the DataStream API
for processing potentially unbounded data streams. DataStream and DataSet APIs are
interfaces that programmers can use to define jobs. When compiling the program, these
APIs will generate a data flow graph.
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The Flink runtime mainly consists of three processes: Job Manager, Task Manager and
Client. The client receives the application code, converts it into a data flow graph, and then
sends it to the JobManager. This conversion stage will also create serializers and other type-
specific code. In addition, the program will go through a cost-based query optimization
phase. JobManager is the master process that controls the execution of a single application.
It is responsible for all activities that need to be centrally coordinated, such as distributed
execution of data streams, monitoring the status and progress of each task, scheduling new
tasks and coordinating checkpoints. Task Managers are the worker/slave processes that
actually processes the data stream. Each application is managed by a different JobManager
that receives the application from client. JobManager then requests the necessary resources
from the ResouceManager. When it receives enough TaskManager, tasks will be distributed
to the executing TaskManagers.

Figure 9. Apache Flink architecture.

4.5.2. Data Processing Model

All the Flink programs are compiled and converted into a common representation
i.e., the data flow graph. The data flow graph is then executed by the Flink’s execution
engine, which is a common layer under the DataSet and DataStream APIs. The data flow
graphs are executed in data-parallel manner. In a data flow graph, each edge represents a
stream of data, and each vertex represents an operator that uses application defined logic
to process data. Usually, there are two types of vertices, called source and sinks as depicted
in Figure 10. The source consumes external data and injects it into the application, while
the sink is meant to capture the results generated by the operators.
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Figure 10. A data flow graph in Flink. Here, edges represent data streams and each vertices represent
operators.

4.5.3. Scheduling

There are three scheduling strategies in Flink for resource allocation: all at once/eager
scheduling, lazy from sources scheduling and pipelined region scheduling. All at once/eager
scheduling tries to allocate required resources at once when the job starts. This strategy
is primarily targeted for streaming jobs because in case of batch processing, acquiring all
resources in advance will lead to resource underutilization as any resources allocated to
subtasks that could not run at any time due to blocking results will be idle and therefore
considered wasted. In order to solve the blocking effect and ensure that consumers are
not deployed before completing the operations of the respective producers, Flink provides
different scheduling strategy for batch processing. The lazy from source scheduling, starts
from source and deploys subtasks according to their topological order, this ensures that a
subtask can only be deployed if all of its inputs are ready. One limitation of this approach is
that it operates on individual tasks and thus treating all tasks in a similar fashion, without
considering the subtasks that are non-blocking and can be executed in parallel. To address
this limitation, the pipelined region scheduling is introduced in Flink, that analyzes Job
graph and identify pipelined regions before deploying tasks and subtasks. It schedules
each region only when all of its predecessors are executed thereby making all of its inputs
ready. If there are enough available resources, JobManager will try to execute as many
pipeline regions in parallel as possible [57].

4.5.4. Fault Tolerance

Flink provides reliable execution with exactly-once consistency guarantees. It takes
regular distributed snapshots of data stream and operator states. These snapshots serve
as consistent checkpoints, in case of failure, the system can fall back to these checkpoints.
Flink’s mechanism for taking these snapshots is introduced in [58] which is inspired by
the standard Chandy-Lamport’s asynchronous distributed snapshot algorithm [59]. A
general assumption made by the Flink’s fault tolerance mechanism is that the data source is
replay able. In addition to checkpoints recovery mechanism that is automatically triggered
upon failure, Flink also provides SavePoint mechanism which is manually triggered and
managed by the user. SavePoints support pause-and-resume jobs and scheduled backup. If
a TaskManager fails, JobManager requests ResourceManager for more processing slots, re-
stores the state of failed process using checkpoints, and re-executes it on another processing
slot. However, a failure at JobManager is critical, since JobManager monitors the execution
of streaming applications and manages related metadata. Flink supports a high-availability
mode, which is based on Apache ZooKeeper that stores all necessary metadata on a reliable
remote storage system. When the JobManager fails, a new or a standby JobManager takes
over the work of the failed JobManager by requesting the Zookeeper to yield JobGraph,
metadata and state handles of last successful check point of the application from the remote
storage.
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5. Comparative Analysis of Big Data Frameworks

This section presents a comparative analysis of the big data frameworks discussed
above. We identified various parameters and features to compare big data systems that
include scalability, fault tolerance, data processing model, support for programming lan-
guages, data storage, resource management, throughput, latency, scheduling, and maturity.
To provide a clear representation of the related concepts, the related features are grouped
to form a feature vector. To this end, seven distinct feature vectors are defined: general fea-
tures, performance related features, fault tolerance, data processing, architectural features,
machine learning support, and stream processing. These feature vectors are summarized
in Table 2 and discussed in the following subsections.

Table 2. Description of feature vectors.

Feature Vectors Components of Feature Vector

General features Main backers, maturity, implementation language, support for programming languages.
Architectural features Architecture model, data storage, resource management, scheduling, security.
Data processing Data processing model, execution model, processing mode, support for in-memory processing.
Performance Latency, throughput, scalability.
Fault tolerance Failure identification, failure handling, high availability.
Machine learning Native support, compatibility, supported ML algorithms
Stream processing Processing guarantees, state management, data source, processing format, stream primitives

5.1. General Feature Vector

This feature vector holds general characteristics of frameworks such as, main backers,
maturity, implementation language, support for programming languages. Table 3 sum-
marizes the comparison of the frameworks against general features. Every framework
has some strong backing of a well-established business company, for example Hadoop is
primarily backed by Google and Yahoo, Spark is backed by AMP Lab, whereas Storm’s
main backers are BackType and Twitter, Samza and Flink are backed by LinkedIn and
dataArtisans respectively. As regards language support, it can be seen that each framework
supports a number of programming languages with Storm topping the list with the support
of widest range of languages because Storm uses Thrift [60] definition to define and deploy
topologies. Since Thrift has code generation support for any high level programming
language so Storm topologies can also be defined using any programming language, thus
making Storm more developer friendly than its competitors. Maturity is a significant
parameter from adoption perspective, it is generally preferred that the framework is ma-
ture and well tested. Currently, Hadoop has overcome its unstable stage and it has now
developed more reliable and stable among its less mature counter parts. On the other hand,
as of today, Flink is still in its early stages of evolution, many features are continuously
being modified making Flink a little difficult to understand as a beginner, because there
may be less community support and limited active forums to discuss Flink-related queries.

Table 3. Comparison of big data frameworks with respect to general features.

Hadoop Spark Storm Samza Flink

Main backers Google, Yahoo! AMP Lab Backtype, Twitter LinkedIn dataArtisans
Implementation

language Java scala clojure scala, java java, Scala

Programming
language support

most of the high
level languages java, Scala, python, R any programming

language JVM languages java, Scala, python, R

Maturity very high high high medium low

5.2. Feature Vector Related to Architectural Components

Since, big data frameworks distribute workloads across multiple processors, that
requires splitting and distributing data files, managing the storage of data in a distributed
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file system, scheduling tasks across the available computing and ensuring security. In this
feature set we grouped together architecture related features such as architecture model,
resource manager, storage, scheduling and security. Table 4 summarizes the comparison
of the frameworks against architecture related features. It can be seen that four of most
popular frameworks are based on master/slave architecture, whereas, Samza has no system
wide master, instead Samza’s architecture is based on publish/subscribe model. Most of
the frameworks under discussion support resource management through Hadoop YARN
and Apache Mesos. All the frameworks provide reliable and fault tolerant computing
through different abstractions. Many big data applications are migrating from in-house
storage and preferred to be deployed in cloud environment where different users can
easily access or maintain privacy-sensitive data that leads to privacy and security risks. To
provide authorization and authentication for computing nodes, Hadoop and Storm use
the Kerberos authentication protocol [61]. Spark uses a password-based configuration as
well as Access Control Lists (ACLs) to ensure security. Flink uses Kerberos and TLS/SSL
authentication and Samza has no built-in support for security.

Table 4. Comparison of big data frameworks with respect to architectural features.

Hadoop Spark Storm Samza Flink

Architecture
Model master-slave master-slave master-slave publish-subscribe master-slave

Resource Manager YARN stand alone,
YARN, Mesos

YARN,
Mesos

stand alone, YARN,
Mesos

stand alone, YARN,
Mesos

Storage HDFS HDFS, HBase,
Hive, Casandra HDFS HDFS HDFS, streams

databases,

Scheduling Fair, FIFO,
Capacity FIFO, Fair

default, isolation,
multitenant,

resource aware

YARN
scheduler

all at once,
lazy from source,
pipelined region

Security
Kerberos

authentication
protocol

Password based
shared secret
configuration,

Access Control
Lists (ACLs)

Kerberos
authentication

protocol
no built-in security

Kerberos and
TLS/SSL

authentication

5.3. Feature Vector Related to Data Processing

Data processing in big data frameworks define how the data is processed and how the
computations are represented in the system. Hadoop is a batch processing system that is
best suited for large scale data processing. Storm and Samza are stream processing systems.
Spark and Flink are hybrid systems that can handle batch as well as streaming data. Stream
processing frameworks can handle virtually unlimited data volumes. However, they
generally process streaming data in one of the two ways, native streaming that processes
data items as they arrive or micro-batching which processes very small batches of incoming
data. Spark and Storm uses micro-batching while Samza and Flink uses native streaming.
Table 5 compares big data frameworks on the basis of data processing features.

Table 5. Comparison of big data frameworks with respect to feature vector related to data processing.

Hadoop Spark Storm Samza Flink

Execution Format batch only batch and stream stream only stream only batch and stream
Data Processing Model MapReduce DAG Topology DAG of operators data flow graph

Processing Mode batch processing micro-batching micro-batching native streaming native streaming
In-memory processing No Yes Yes yes yes

5.4. Feature Vector Related to Performance

This feature vector includes performance metrics and those parameters that have
a significant impact on the performance of a big data framework. This includes latency
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that defines how quickly a data item can be processed, throughput and scalability. The
desired value of latency is as low as possible and the desired value for throughput is
as high as possible. Scalability defines the ability of a system to adapt to change in
workloads by involving additional resources. Scalability can be achieved either by making
existing resources stronger and faster so that they can efficiently handle increased workload
(referred as scale-up) or adding more resources in parallel to spread out the increased load
(referred as scale-out). Comparison of big data frameworks with respect to performance
related features is shown in Table 6.

Table 6. Comparison of big data frameworks with respect to performance related features.

Hadoop Spark Storm Samza Flink

Latency high
(seconds)

low
(few seconds)

very low
(sub seconds)

very low
(sub seconds)

very low
(sub seconds)

Throughput high High medium high high
Scalability high Moderate moderate low high

5.5. Feature Vector Related to Fault Tolerance

To improve the reliability and performance of big data systems, the adoption of fault
tolerant systems has grown over the years. The need for highly fault tolerant systems arise
due to the frequent failures caused by the complexity, scale and heterogeneity of underlying
systems. Fault detection is the starting point of any fault-tolerant mechanism, that enables
faults to be detected as soon as they appear within the system. In large-scale systems,
stable fault detection methods such as heartbeat mechanism and fault prediction are used.
Most big data frameworks are based on the heartbeat detection approach [18]. After
fault detection, fault recovery is used to restore the faulty component’s normal behavior.
Data replication is typically used to ensure the reliability of storage systems. Google
File System and HDFS both storage systems employed this method for fault tolerance
and high availability. Redundant processing and redundant storage of in-processing
metadata is used to recover faults that occur during the data processing. Checkpointing is
another approach to ensure fault tolerance in big data systems which is used by stream
processing engines or real time transactions where low latency is desired. Table 7 presents
a comparison of frameworks on the basis of feature vector related to fault tolerance.

Table 7. Comparison of big data frameworks with respect to features related to fault tolerance.

Hadoop Spark Storm Samza Flink

Fault detection heart beat
mechanism

heart beat
mechanism

heart beat
mechanism

Keeping in-memory
record of all emitted

tuples and tracks
them within a

configured timeout

heart beat mechanism

Fault Recovery Data Replication RDD lineage
Tuples acknowl-

edgement,
Zookeeper

Change log capturing Light weight
distributed snapshots

High
availability

Redundant standby
NameNodes and

ResourceManagers

Multiple
masters with
Zookeeper

Running
multiple standby
Nimbus servers

Relies on YARN’s
high availability

mode

Stores JobGraph and
all necessary metadata

on a reliable remote
storage system

5.6. Feature Vector Related to Support for Machine Learning

Machine learning is a powerful tool that enables the use of data to make predictions
and help to make decisions. The core of machine learning is data that empowers the
underlying models. The emerging technologies of big data processing heavily incorporate
machine learning tools to help make smarter and more informed decisions based on data.
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Since machine learning concepts and algorithms are increasingly used in big data
analytics, thus almost all of the frameworks are complemented with machine learning
libraries and toolkits. Though, no special platform or library is required to execute machine
learning tasks on Hadoop clusters, yet, a set of machine learning packages that can be
run on Hadoop includes Mahout, H2O, Distributed Weka and Oryx [10]. Spark and Flink
have their native machine learning libraries. Spark’s MLlib aims to simplify machine
learning tasks for Spark. Its core functions include clustering, classification, collaborative
filtering and regression. Additionally, it also includes algorithms for dimension reduction,
transformation, optimization and feature extraction [10]. FlinkML is Flink’s native machine
learning library which was released in April 2015. It aims at providing extensible machine
learning tools and algorithms for the development of complex machine learning applica-
tions. Storm and Samza both do not offer native machine learning library. However, both
have compatibility with SAMOA [62]. As can be seen from Table 8, that all five frameworks
have support for either native or in compatibility mode for machine learning tools that
implements clustering, classification and regression algorithms. However, H2O is the
only machine learning platform considered in this paper that implements deep learning
algorithms, consequently, those frameworks that can be integrated with H2O offers deep
learning algorithms.

Table 8. Support for machine learning tools and algorithms in big data frameworks.

Frameworks Machine Learning Tools Machine Learning Algorithms

Native ML
Support Compatibility Deep

Learning Clustering Collaborative
Filtering Classification Regression

Hadoop Mahout Distributed Weka,
Oryx, H2O, SAMOA 4 4 4 4 4

Spark MLlib Distributed Weka,
H2O, Mahout, Oryx 4 4 4 4 4

Storm - SAMOA, H2O 4 4 × 4 4

Samza - SAMOA × 4 × 4 4

Flink FlinkML SAMOA × 4 4 4 4

5.7. Feature Vector Related to Stream Processing

The streaming frameworks apply computations on the data as it enters the system.
This requires a different processing model from batch processing. Rather than defining the
operations that are applied to the entire dataset, stream processors define the operations
that will be applied to individual data items or extremely small batches of data. These
operations usually maintain no or minimal state in between record. However, some
frameworks provide some mechanism to maintain state. There are some important features
that revolve around stream processing frameworks, such as state management, processing
guarantees, stream primitives etc. Table 9 compares the stream processing frameworks on
the basis of these features.

Table 9. Comparison of big data frameworks with respect to features related to stream processing.

Spark Storm Samza Flink

Processing
Guarantees exactly once at least once at least once exactly once

Data Source HDFS, DBMS, Kafka Spout Kafka HDFS, DBMS, Kafka

Processing Format micro-batches micro-batches continuous flow streaming continuous flow streaming,
batched, micro-batched

Stream Primitives Dstream Tuple message datastream
State Management stateful stateless stateful operators stateful operators
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6. Discussion

Hadoop MapReduce leverages disk storage. As each task needs to access the disk
to read and write multiple times, so it is usually very slow. However, since disk space is
typically one of the copious resources on a server, which means, MapReduce can process
huge datasets. This also means that MapReduce jobs can usually be executed on less
expensive hardware than some alternatives because it doesn’t use in-memory computations.
This makes Hadoop best suited for very large datasets where execution time is not a
constraint. Hadoop MapReduce is highly scalable, it can scale up to thousands of nodes
(Hadoop cluster at Yahoo! is reported to have 42,000 nodes [11]). Hadoop not only has a
strong ecosystem but is also often used as a building block for other frameworks. Several
frameworks and execution engines integrate Hadoop to use the capabilities of HDFS and
YARN.

Spark is significantly faster than Hadoop due to its in-memory data structure RDDs
and DAG scheduling. It supports both batch and stream processing models, which gives
the advantage of managing multiple processing workloads from a single cluster. In addition
to its core capabilities, Spark has a sound set of libraries for machine learning, interactive
queries, and iterative jobs, etc. It is largely acknowledged in developer communities
that Spark tasks are easier to write than MapReduce, which has a significant impact on
performance [63]. Spark uses micro-batches for processing which means it buffers data
as it enters the system. Though, the buffer is capable of keeping a large amount of data
but waiting for the buffer to be flushed can cause a significant increase in latency, thereby
making Spark streaming a less suitable choice for the applications where low latency is
required. However, Spark is a good fit for applications where high throughput is more
desired than latency. Also, because Spark uses in-memory computations and memory is
often more expensive than disk, Spark may be more expensive than disk-based frameworks.
However, faster execution means tasks can be finished early, which can completely offset
the cost of working in a paid work environment. Yet, in a multitenant environment, Spark
may be a less considerate neighbor as compared to Hadoop due to its extensive resource
usage.

Storm is one of the most trusted solutions for the near real-time workloads that need
to be processed with minimal latency. Storm is usually a good choice when processing time
has a direct impact on the user experience, for example during interactive web sessions.
Storm provides at least once processing guarantee, which means that every message
is guaranteed to be processed, but some messages may be processed more than once.
However, after the release of Trident, it supports exactly once processing guarantee. Storm
does not support batch processing, though, Storm with Trident offers the flexibility of using
micro-batches as an alternative to pure streaming. For interoperability, Storm integrates
with the YARN and can be easily connected to existing Hadoop implementations. Strom is
polyglot and supports more programming languages than any other framework.

Samza is heavily reliant on Kafka to ensures some unique features to the system. For
example, Kafka provides replicated storage with notably low latency and a low-cost multi-
subscription model for each data partition. Samza’s fault tolerance mechanism has a strong
contribution coming from Kafka. Results are also written back to Kafka that can be ingested
by later stages. Writing the results directly to Kafka also helps eliminating backpressure
problem [63]. Backpressure occurs when the peak load causes data to flow faster than
the real-time processing speed of the components, resulting in processing downtime and
possible data loss. Kafka is capable of holding data for longer time periods that enable
components to read and process data at their convenience. The strong coupling between
samza and Kafka leads to the loosely coupled processing stages. Samza is suitable for
organizations in which multiple teams may need to access data streams at different stages
of processing because several subscribers can consume the output of each stage. Samza
can store state with the help of a fault-tolerant check pointing system and offers at-least
once processing guarantees. This makes it provide inaccurate recovery of the aggregated
state such as counts because, in case of failure, data can be delivered multiple times.
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Like Spark, Flink is also a hybrid framework that provides low-latency streaming and
supports traditional batch processing tasks. However, Spark is not preferred for streaming
in many use cases due to its micro-batch processing style. While Flink provides real
stream processing with low latency and high throughput. Flink treats batch processing as
a special case of streaming i.e., bounded data stream. This is contrary to other frameworks
approach, where batch-processing is the primary processing model and streaming is used
as a subset of it. Unlike other frameworks that relies on Java garbage collector, Flink has its
own memory management mechanism that handles garbage collection, partitioning and
caching. While running in the Hadoop stack, it is designed to be a fair neighbor and only
consumes the resources it needs at any given time. Flink’s language and rich API support
is limited to Java and Scala thereby, making it not a good fit if more support for high level
APIs is needed.

To summarize the discussion above, there is no best fit for all solution, rather every
framework has its own strengths and weaknesses. Which framework is most appropriate
for a project is dependent largely on the nature of data being processed, the time constraints,
and the type of processing that is intended in that particular project. There is a trade-off
between implementing the best fit for all system and dealing with highly focused projects,
and similar considerations apply when comparing innovative but new systems with well-
tested and mature solutions. Table 10 presents the application use cases where each of the
discussed frameworks ideally fits in.

Table 10. Application use cases where each of the frameworks ideally fits in.

Big Data Frameworks Best Fit Application Use-Cases

Hadoop Applications that require batch processing of very large
datasets where execution time is not a hard constraint

Spark Applications with batch or streaming workloads where high throughput is more desired than latency
Storm Streaming applications where extremely low latency is desired with at least once processing guarantees

Samza Streaming applications that require multiple teams to access same data streams at different stages of
processing

Flink Applications with batch or streaming workloads where extremely low latency is desired with exactly
once processing guarantees

Spark Applications with batch or streaming workloads where high throughput is more desired than latency
Storm Streaming applications where extremely low latency is desired with at least once processing guarantees

7. Conclusions

In the presence of a number of available big data processing frameworks selecting
most appropriate framework according to application context is non-trivial. To choose the
appropriate framework for an application, one must consider a number of features and
characteristics of the system. In the literature, several studies have performed comparisons
of big data frameworks but these lack detailed comparison of architecture with respect
to the core functionality of its components. No specific guidance is provided to help
developers and practitioners in the selection of a suitable framework for their application.
Furthermore, the classification of features that are used for comparative analysis is lacking.
To fill this research gap, our work aims to provide a comprehensive review of most popular
big data frameworks in an attempt to highlight the strengths and weaknesses of each
framework. The features used for comparative analysis are logically classified the into
seven feature vectors. The frameworks are thoroughly compared with respect to identified
feature vectors. Furthermore, we pointed out the application use cases where each of the
frameworks ideally fit in and a detailed discussion is presented that can serve as a decision
making guide to select the appropriate framework for an application.

This work differs from existing studies in number of ways. First, a detailed-oriented
review of big data frameworks is presented with respect to four significant aspects: archi-
tecture, fault tolerance, data processing model and scheduling. Second, this paper presents
a purposeful discussion related to the core characteristics of big data frameworks. The
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findings can help in selecting the most competent and preferable system according to
particular scenario or application requirement.

We believe that our work will benefit the researchers and practitioners in the following
ways:

• In the literature, the qualitative comparisons were performed in bits and pieces and
architecture of the frameworks were discussed and analyzed briefly. Furthermore, the
classification of features that are used for comparative analysis is lacking. In this paper,
we have logically classified the features into seven feature vectors. We thoroughly
compared the frameworks in terms of identified feature vectors.

• Although, the official documentation of the frameworks contains information about
the architecture of the framework, but this information cannot be used to compare
the frameworks because there is no consistent view under which the information
is presented for each framework. The documentation varies from framework to
framework on the basis of the format on which the information is presented and the
characteristics are considered. Hence, there is no consistent view available through
which one can compare these frameworks and conclude some frameworks selection
guidelines. We have analyzed the popular big data frameworks in detail under a
consistent view of feature vectors. That is, all the frameworks are compared and
discussed on the basis of the four significant aspects and seven feature vectors. Thus,
we have presented the information in systematic way. The readers can easily assess the
pros and cons of each framework under a consistent view. Since, the information has
been structured in a systematic way therefore, it is easy to perform a cross-comparison
of the systems.
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