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Abstract: In modern society, the population has been aging as the lifespan has increased owing to the
advancement in medical technologies. This could pose a threat to the economic system and, in serious
cases, to the ethics regarding the socially-weak elderly. An analysis of the behavioral characteristics
of the elderly and young adults based on their physical conditions enables silver robots to provide
customized services for the elderly to counter aging society problems, laying the groundwork for
improving elderly welfare systems and automating elderly care systems. Accordingly, skeleton
sequences modeling the changes of the human body are converted into pose evolution images (PEIs),
and a convolutional neural network (CNN) is trained to classify the elderly and young adults for
a single behavior. Then, a heatmap, which is a contributed portion of the inputs, is obtained using
a gradient-weighted class activation map (Grad-CAM) for the classified results, and a skeleton-
heatmap is obtained through a series of processes for the ease of analysis. Finally, the behavioral
characteristics are derived through the difference matching analysis between the domains based on
the skeleton-heatmap and RGB video matching analysis. In this study, we present the analysis of
the behavioral characteristics of the elderly and young adults based on cognitive science using deep
learning and discuss the examples of the analysis. Therefore, we have used the ETRI-Activity3D
dataset, which is the largest of its kind among the datasets that have classified the behaviors of young
adults and the elderly.
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1. Introduction

The aging population is increasing in several countries worldwide because of the
advancement in medical technologies and low birth rates. Because a constant increase in the
number of young adults becoming elderly has increased the interest in the elderly welfare.
Furthermore, the increase in the elderly population decreases the number of adults who
can engage in economic activities, and the productivity cannot keep up with it to support
them. This may jeopardize the economic systems of certain countries, and in serious cases,
an economic crisis may worsen the treatment of the socially-weak elderly [1–3].

Unlike when they were young, the elderly undergo deterioration of physical func-
tions such as muscle reduction and the stooping of the back. These changes slow down
the movements and responses of the elderly and cause a hindrance when performing
social-functional tasks. The elderly automatically learn motion strategies to adapt to such
physical changes and to increase the efficiency of activities, which finally become their
behavioral characteristics. In other words, the motion strategies of young adults and the
elderly are different because their physical conditions are different, that is, the behavioral
characteristics are different between these two groups [4–10].

Two types of applications can be considered in the analysis of the behavioral charac-
teristics to address the population aging problem. First, customized designing is possible
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in the product development process for the elderly welfare; the young adults mingling
with the elderly in daily life can understand, be kind, and respect the elderly. Second, a
customized behavioral recognizer can be designed based on the behavioral characteristics
of the elderly, and it can provide important information for the context-awareness of silver
robots, improving the automation of elderly care systems. In other words, silver robots can
always remain around the elderly to automatically recognize and respond to the arising
situations, and this will help alleviate the population aging problem by reducing the social
costs of caring for the elderly [11,12].

Horst [13] used two force plates and infrared cameras to measure the body joint
angles and ground reaction forces in gaits and used deep learning for individual identifica-
tions. Furthermore, the trained model was decomposed backward using the layer-wise
relevance propagation (LRP) method, thereby visualizing the variables and the time of
their contributions and analyzing the results based on the gait characteristics of individual
persons. Notthoff [14] systematically reviewed and analyzed the literature considering the
demographic characteristics, health, and psychological factors to determine the reasons
for significant differences in physical activities between individual persons over the age of
50 years. To compare the physical activities of people more than 90 years old as well as
young people and the elderly, Johannsen [15] conducted a statistical analysis by measuring
their total energy expenditure and the resting metabolic rate over 14 days. To clarify the
relationships between the daily non-exercise activities of the young people and that of
the elderly, Harris [16] measured the lean body mass and body posture over ten days and
estimated the energy consumption, which was then statistically analyzed. To compare
the ability to perform complex bimanual tasks between the elderly and young adults,
Goble [17] analyzed the activated parts in the functional magnetic resonance imaging
results. The earlier studies on the analysis of the behavioral characteristics of the elderly
and young adults focused primarily on the comparisons of statistical figures on the data
of the elderly and young adults. There are, however, very few studies on the analysis
of behavioral characteristics, where the behaviors of the elderly and young adults are
classified using deep learning in terms of cognitive science, and then the trained models
are analyzed.

In this paper, we propose a method of analyzing the behavioral characteristics using
explainable artificial intelligence (AI). First, we convert the skeleton data, in which the
behaviors of young adults and elderly people are distinguished, into pose evolution images
(PEIs) to design a model that classifies young adults and elderly people for the same
behavior. This model self-learns the behavioral characteristics through the learning process
that allows distinguishing young adults and the elderly. Second, if an explainable AI
method is used to analyze the method of classification, the behavioral characteristics of
the class can be understood. However, the skeleton data are simply a list of the joint
coordinates of humans, and it is difficult to analyze the features directly because the images
contain patterns that cannot be interpreted objectively, unlike regular images. Third, the
feature information that contributed to the classification based on the PEI is displayed
again on the skeleton space for each frame, and then the features on the skeleton space
of each frame are superimposed and outputted to display the temporal features. Finally,
the visualized results are compared between the data of young adults and the elderly to
analyze the behavioral characteristics.

We conducted experiments using the ETRI-Activity3D dataset to investigate whether it
is appropriate to analyze the behavioral characteristics using an explainable AI through the
behavior classification of young adults and the elderly using the latest machine learning.
In this dataset, 55 behaviors have been obtained from 50 elderly and 50 young adults
through Kinect v2 sensors, and it is the second-largest dataset in the world among the
related datasets. It is the first large-scale data, in which the behavioral data were collected
from Kinect sensors by classifying the elderly and young adults. Analyzing behaviors
by classifying the data of the elderly and young adults is important in developing silver
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robots that operate through human-robot interactions, which implies that they perform
analysis and provide services based on the behavioral characteristics of the elderly [18].

A major contribution of our study is that the behavioral characteristics of young adults
and the elderly were analyzed in terms of cognitive science using three-dimensional (3D)
skeleton data by applying an explainable AI technique of a two-dimensional convolutional
neural network (2D-CNN). The special features of the proposed method are as follows.
First, 3D skeleton data can be easily obtained using Microsoft Kinect without a complex
installation process. Second, the latest deep CNN-based explainable AI technique with
significantly improved classification performance is used to learn good features and to
accurately determine the features that contributed to the classification. Third, the skeleton
data are data that simply model a whole human body, and the global characteristics are
analyzed rather than the local characteristics for a certain joint. Finally, the obtained video-
based behavior recognition database is applied in human-robot interactions in the home
service robot environment.

2. Methods
2.1. Skeleton Sequence

The skeleton is a data type that facilitates efficient storage of human movements by
reconstructing the human skeleton with coordinate points based on the sensor data. Kinect
v2 models a human body with 25 joints including the head, arms, legs, and hips. In this
study, we used a method of creating a sequence for the skeletons for multiple moments in
chronological order, similar to a video, because a skeleton at a particular moment did not
contain the behavioral information of the person [19,20].

2.2. Pose Evolution Image

Because temporal information, as well as spatial information, is important for an
effective analysis of skeleton sequence data, conversion methods have been studied to
effectively extract the appropriate information [21–23]. Here, we introduced PEI, which
is a method of converting a skeleton sequence into a color image. PEI is a simple and
fast transform but has less readability for humans. Although it is less readable, spatial
and temporal information could be analyzed with 2D-CNN effectively. Because the body
skeleton changes when a person moves in a timeline for a certain behavior, the skeleton
should be continually captured in certain time intervals. A skeleton sequence generated
for behavior in this manner has a 3D data type. The method to convert the 3D data into
a 2D image involves projecting the 3D coordinates, as they are, on the RGB space. If the
skeleton sequence is represented by (J × D × T) as 3D data, J denotes the number of joints
showing the body skeleton, D denotes the dimensionality of the coordinates representing
the joints, and T denotes the number of skeleton frames over time in a temporal dimension.
The dimension (D) of joint coordinates was substituted with the temporal dimension (T)
to convert the skeleton sequence into an image. When the dimensionality (D) of joint
coordinates was 3, one frame of the color image (J × T × 3) was obtained through the
substitution process. If the color image was normalized for each channel and the image size
was linearly converted, a skeleton image was generated. Because the pre-trained 2D-CNN
was designed to primarily receive three channels of RGB as inputs for image recognition,
the skeleton sequence was converted into a PEI to be immediately used in the pre-trained
2D-CNN. Furthermore, by converting the skeleton sequence into a PEI, the spatial and
temporal characteristics were considered using only 2D filters [23,24]. Figure 1 shows the
diagram of the PEI transform.
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2.3. Convolutional Neural Network

The conventional image processing methods implement the signal processing process
for feature extraction based on the knowledge of experts and classify the extracted features
using a classifier, but CNN is an algorithm that extracts and classifies the features by itself
from data. It comprises convolutional filter-applied convolutional layers that pass through
the 2D space to effectively extract the features of an image, sub-sampling layers that are
stable to the movements and the size changes, fully connected layers for classification, and
softmax [25]. The reason we use deep learning for analyzing behavioral characteristics
is that recently deep learning has shown good performance in behavioral recognition.
Conventional machine learning has had worse performance than deep learning because
its large scale and complex data make it difficult to analyze features and compute-heavy
processing. The challenge of the black box of deep learning makes many researchers pour
their interests into explainable AI. The trials and errors result in advances in explainable
AI of 2D-CNN [26]. And machine learning-based or deep learning-based behavior analysis
is less studied though people need it to cope with aging society in the future.

2.4. Grad-Class Activation Map

Machine learning performs recognition by determining an optimal solution through
calculations over a long period of time with numerous parameters, and humans do not
know the reason for the machine’s good recognition results. An explainable AI is a technol-
ogy that decomposes the decision-making process of such machine-learning techniques to
a level that humans can understand [26].

As the machine learning model is trained using the behavioral data, the behavioral
characteristics are automatically absorbed in the model. The analysis of the behavioral
characteristics is facilitated by comparatively analyzing the classification process of the
model for each domain. This process has the potential to analyze even the parts that
humans may miss or may not know because the results are produced through complex
calculation processes using the data.

A CNN is a method of extracting and classifying features by receiving 2D images as
inputs, and as it has been widely used in image recognition, several studies have been
conducted on an explainable AI of a CNN. A CAM shows the part of the input image
that was used for classification by the neural network model. Because a fully connected
layer is located at the last layer in conventional CNNs, backward estimation is difficult
because the spatial information is lost for the input image. Therefore, the fully connected
layer was replaced with a global average pooling layer to construct the feature vectors
while maintaining the spatial information, and the weights were multiplied to obtain the
output. The weights were important for the channels of the feature map immediately
before the global average pooling layer, and they were used for the creation of a heatmap
that displayed the information contributing to the classification [27]. The Grad-CAM used
the gradient of the last convolutional layer when determining an important part of the
decision to resolve the disadvantage of changing the last layer of the CNN. The score of the
output was differentiated using the activation function of the feature map to calculate the
gradient, and the gradient propagated backward to obtain the important weights, thereby
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performing the global average pooling [28]. Figure 2 presents a diagram for the analysis
method of behavioral characteristics.
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3. Results

This section describes sequentially the overall experiments conducted for deep learning-
based analysis of the behavioral characteristics of the elderly and young adults. First, the
dataset used is described, and second, the behavior classification model is trained. Third,
the contribution to the classification is determined through the gradient-weighted class
activation map (Grad-CAM), an explainable AI, and fourth, conversion to a skeleton-
heatmap is performed to facilitate easy analysis based on the contribution level. Finally, the
skeleton-heat maps are compared for the behavioral data of the elderly and young adults
to analyze their unique behavioral characteristics.

3.1. ETRI-Activity3D Dataset

There are many datasets for action analysis such as MSR-Action3D [29], CAD-60 [30],
Multiview 3D Event [31], and more described in [32]. The largest dataset for action
analysis at this time is NTU RGB+D 120 [32] which includes 114,480 samples. Only the
ETRI-Activity3D dataset is configured largely with the division of domains of young and
elderly, which gives a chance to analyze differences between domains. For that reason, we
used the ETRI-Activity3D dataset, which was constructed by the Korean Electronics and
Telecommunications Research Institute (ETRI) to explain the behavioral characteristics of
the elderly and young adults based on deep learning. These data are the second-largest
dataset composed of 112,620 samples, which were obtained from 50 elderly and 50 young
adults. The elderly included 17 males and 33 females between the ages of 64 and 88 years
with an average age of 77.1 years. The young adults included 25 males and 25 females
between the ages of 21 and 29 years with an average age of 23.6 years. They performed
55 behaviors in their daily life in the living room, kitchen, and bedroom of the residential
apartment environment, and the data were collected using the Kinect v2. The 55 behaviors
were defined by observing the frequently occurring behaviors in the daily lives of the
elderly. Assuming a home service situation, four Kinect sensors were each installed at the
heights of 70 cm and 120 cm, thereby obtaining the data from eight directions. The distance
between the cameras and the subject was between 1.5 m and 3.5 m. The obtained data had
a resolution of 1920 × 1080 for the color images and 512 × 424 for the depth images, and
the skeleton information included the positions of 25 joints on a 3D space. The frame rate
of data was 20. For the diversity of data, the data for each behavior, which was performed
by one person at a place (living room, bedroom, or kitchen at home) or performed two or
more times by changing the facing direction, were simultaneously collected from four or
eight sensors for 100 persons [18].
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3.2. Transfer Learning with Input of PEI

To analyze the behavioral characteristics based on cognitive science, we converted the
skeleton sequences obtained using the Kinect v2 into PEIs and trained the 2D-CNN. Here,
the classification of the elderly and young adults for every single behavior was performed
in the training of the neural network to analyze the behavioral characteristics. ResNet-101,
a pre-training model was used as the 2D-CNN, which was trained using the training
options such as the Adam optimization method, a mini-batch size of 30, an initial learning
rate of 0.0001, and an epoch of 20. Data index of triple increment in ETRI-Activity3D are
used for test and the rest are used for training as described in [18]. When the training
was completed, the 2D-CNN outputted the results of classifying whether the input data
correspond to the behavior of the young adults or that of the elderly for the validation
data. Figure 3 presents the classification accuracy of the elderly and young adults for
each behavior. For simplicity, among the classification results, the unique behavioral
characteristics of the elderly and young adults were explained for the behaviors of eating
food with a fork (behavior no. 1) and pouring water into a cup (behavior no. 2). We focused
on domain analysis. The accuracies are considered as a scale of how many differences are
between young and elderly adults here. We consider action with higher accuracy may have
more distinct differences between domains than with lower accuracy.
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Figure 3. Classification accuracy (y-axis) of the elderly and young adults for 55 behaviors (x-axis).
1—eating food with a fork, 2—pouring water into a cup, 3—taking medicine, 4—drinking water,
5—putting (taking) food in (from) the fridge, 6—trimming vegetables, 7—peeling fruit, 8—using
a gas stove, 9—cutting vegetables on the cutting board, 10—brushing teeth, 11—washing hands,
12—washing face, 13—wiping face with a towel, 14—putting on cosmetics, 15—putting on lipstick,
16—brushing hair, 17—blow drying hair, 18—putting on a jacket, 19—taking off a jacket, 20—putting
(taking) on (off) shoes, 21—putting (taking) on (off) glasses, 22—washing the dishes, 23—vacuuming
the floor, 24—scrubbing the floor with a rag, 25—wiping off the dining table, 26—rubbing up
furniture, 27—spreading (folding) bedding, 28—washing a towel by hand, 29—hanging laundry,
30—looking around for something, 31—using a remote control, 32—reading a book, 33—reading a
newspaper, 34—writing, 35—talking on the phone, 36—playing with a mobile phone, 37—using a
computer, 38—smoking, 39—clapping, 40—rubbing face with hands, 41—doing freehand exercises,
42—doing neck roll exercises, 43—massaging a shoulder oneself, 44—taking a bow, 45—talking to
each other, 46—handshaking, 47—hugging each other, 48—fighting each other, 49—waving a hand,
50—flapping a hand up and down, 51—pointing with a finger, 52—opening the door and walking in,
53—falling on the floor, 54—sitting (standing) up, 55—lying down.
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3.3. Skeleton-Heatmap from Grad-CAM

The output results for the inputs of the trained ResNet are shown in a heatmap to
identify the part of the input considered for the classification using the Grad-CAM method.
The heatmap was displayed in warm colors (red) and cold colors (blue), and the warm
colors indicated the parts that mainly contributed to the classification result. Because it
was difficult to analyze the behavioral characteristics in the PEI and heatmap states, the
PEI was changed back to the skeleton, and the heatmap was superimposed on the skeleton
in the output. Because the meanings of axes on the heatmap were the same as those of
the PEI, the x-axis corresponded to the frame and the y-axis to the joints. Based on this, a
certain frame and a certain joint were represented by a corresponding color of the heatmap.
Here, outputting a skeleton heatmap for each frame decreased the visibility in identifying
the characteristics of the whole behavior, making the behavior analysis difficult. Therefore,
the heatmap colors were outputted for only the frames and joints of warm color parts,
which are important, and all the frames from the beginning to the end were superimposed
to output the trajectory. This is defined as a skeleton-heatmap. Furthermore, because a
skeleton-heatmap outputs all frames on one screen, there was a possibility of losing the
contour of the skeleton shape, making the analysis difficult. Therefore, only the red color
parts of the heat map were outputted while distinguishing the color at each joint, thereby
improving the ease of analysis on determining the joint that corresponded to the heated
trajectory. Figure 4 illustrates the color assignment of a skeleton on a skeleton-heatmap.
The spine line is displayed in red, the right arm in green, the left arm in blue, the right leg in
yellow, and the left leg in cyan. Furthermore, considering the hips as a center, the terminal
parts are represented in light colors, and the center part is in dark colors. Furthermore,
the output skeleton-heatmap for a single data was comparatively analyzed with the RGB
video to analyze the characteristics. The behavioral characteristics of the elderly, as well as
individual persons, were analyzed by comparing the same behavior between the elderly
persons and comparing the same behavior between the elderly and the young adults.
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3.4. Interpreting and Understanding the Behavioral Characteristics by Comparing the
Skeleton-Heatmaps between Domains

Figure 5 demonstrates the difference matching analysis of skeleton-heatmaps for the
behavior of an elderly person eating food with a fork. The upper skeleton-heatmap and
the lower skeleton-heatmap show similar results as far as the right hand (green) part
is concerned, but the left hand (blue) is detected only on the upper skeleton-heatmap.
Whereas the left hand is detected apart from the knee on the upper skeleton-heatmap, the
left hand touching the left knee is detected on the lower part. Because of this difference,
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the left-hand part appears heated only on the lower skeleton-heatmap, which implies that
this elderly person tends to place the left hand motionless on the left knee while using the
fork with the right hand. Furthermore, it can be interpreted that there is no tendency of
leaving the hand in the air away from the knee.
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Figure 5. Difference analysis of skeleton-heatmaps for the behavior of an elderly person eating food
with a fork.

Figure 6 depicts a video matching analysis of the skeleton-heatmap for the behavior
of an elderly person eating food with a spoon. Considering that the left hand appears
heated following the right hand on the skeleton-heatmap, it can be interpreted that there
is a tendency of using the spoon with the right hand while supporting it with the left to
avoid the spilling of food.

Figure 7 illustrates a video matching analysis of the skeleton-heatmap for the behavior
of an elderly person eating fruits with a fork. The left hand, right hand, and neck (red)
appear heated on the skeleton-heatmap. It can be interpreted that there is a tendency of
using the fork with the left hand while holding the plate with the right hand and eating
with the head slightly leaned forward when the food comes near the mouth.
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Figure 7. Video matching analysis of the skeleton-heatmap for the behavior of an elderly person
eating fruits with a fork.

Figure 8 demonstrates a difference matching analysis of skeleton-heatmaps between
the elderly and the young adults for the behavior of eating food with a fork. The left
column is for the elderly and the right column is for the young adults. Because mainly the
neck and both hands appear heated on the skeleton-heatmap for the elderly, it can be noted
that they tend to mainly use the neck and both hands when eating food. However, because
the elbow and the shoulders also appear heated along with the hands and the neck on the
skeleton-heatmap for the young adults, it can be noted that they tend to move more using
the upper body compared to the movement of the elderly.

Figure 9 demonstrates a video and difference matching analysis of skeleton-heatmaps
between the elderly and the young adults for the behavior of pouring water into a cup.
The left box illustrates the analysis picture for the adults and the right box for the elderly.
The results of analyzing the RGB videos by referring to the heated parts on the skeleton
heatmaps indicate that, in general, the young adults tend to pour water with their heads
straight or slightly tilted, whereas the elderly tend to pour water with their head stooping
very low. It is speculated that in the process of checking the height of the water, the elderly
have a habit of tilting the head in association with the poor eyesight caused by aging.
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Figure 9. Video and difference matching analysis of skeleton-heatmaps between elderly people and young adults for the
behavior of pouring water into a cup.

Overall, the classification accuracy was higher for the behavior of pouring water
into a cup than the behavior of eating food with a fork. In other words, the difference of
behavioral characteristics between the young adults and the elderly was more evident in the
behavior of pouring water into a cup in the CNN model-based cognitive science analysis.

Figure 10 demonstrates a difference matching analysis of skeleton-heatmaps between
elderly people and young adults for the behavior of falling on the floor. These data contain
already fallen persons on the floor without any motion. We couldn’t expect the motion
analysis from this data. Its classification accuracy was 64.47% which could lead us to
assume that they have few differences from each other. However, we can find falling
posture based on skeleton heatmaps. The elderly adults tend to lie on their side, but the
young adults tend to lie on their front. This makes their hand position different as shown
in skeleton heatmaps below. This tendency may be caused by instruction for actors when
capturing data.
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Figure 10. Difference matching analysis of skeleton-heatmaps between elderly people and young
adults for the behavior of falling on the floor.

Unlike the previous 1D or 2D explanations [13,28], our method tries to explain volume
data with a temporal axis using deep learning. In our knowledge, there is a similar
approach using deep learning to analyze motion patterns [13]. It analyzes numerical data
gotten from physical sensors using deep learning and explainable AI. It shows heated
data feature lines one by one as a local body part. It concentrates on specific part detail.
However, our method is to present total body parts and tracks which is more useful for
understanding the entire motion scenario.

4. Discussion

We defined the characteristics that can be calculated using skeleton coordinates to
analyze the difference in the behavioral characteristics between the elderly and the young
adults. Next, we calculated and compared the characteristics of the elderly and the young
adults for only the warm color parts of heatmaps but could not show the expected results.
Therefore, we attempted a method of showing the heatmap again on the skeleton and
improved the ease of analysis by creating skeleton heatmaps through a series of processes.
Microsoft Kinect can be used for the analysis of the behavioral characteristics of a per-
son, and an image-based CNN and its explainable AI technique can be used to produce
the localization of features with high contributions. Furthermore, it analyzes the global
characteristics for all regions of a skeleton rather than analyzing the local characteristics
such as the angle and displacement of a specific joint. However, in certain behavioral
data, skeletons have excessive noise or movements are extremely dynamic, making the
analysis of the characteristics difficult. Because the analysis was performed by comparing
the skeleton-heatmaps, the results were not absolute, and the analysis was performed for
only the parts showing tendencies. For example, it was analyzed that the elderly tended to
tilt the head when pouring water, but if this was because of visual factors, the tendency
of tilting the head might be low in some cases because some elderly persons had good
eyesight. Figure 11 shows the example of noisy and dynamic skeletons.
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5. Conclusions

In this paper, we proposed a method of analyzing the behavioral characteristics using
explainable artificial intelligence. The aging population is increasing in several countries
worldwide because of the advancement in medical technologies and low birth rates. It
is important to analyze behavioral characteristics between elderly and young people
because the aging society should be prepared scientifically to block the economic crisis.
First, we converted the skeleton data, in which the behaviors of young adults and elderly
people were distinguished, into PEIs to design a model that classifies young adults and
elderly people for the same behavior. This model learned the behavioral characteristics
through the learning process that allowed to distinguish young adults and the elderly.
Second, explainable AI method was used to analyze the method of classification, the
behavioral characteristics of the class could be understood. Third, the feature information
that contributed to the classification based on the PEI was displayed. Finally, the visualized
results were compared between the data of young adults and the elderly to analyze
the behavioral characteristics. Further, we will study the method to analyze behavioral
characteristics between domains more explainable to human understanding.
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